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Abstract
Recent progress in stylized image captioning has been achieved through the encoder-decoder framework that generates a
sentence in one-pass decoding process. However, it remains difficult for such a decoding process to simultaneously capture
the syntactic structure, infer the semantic concepts and express the linguistic styles. Research in psycholinguistics has revealed
that the language production process of humans involves multiple stages, starting with several rough concepts and ending with
fluent sentences. With this in mind, we propose a novel stylized image captioning approach that generates stylized sentences
in a multi-pass decoding process by training three cooperative neural modules under the reinforcement learning paradigm.
A low-level neural module called syntax module first generates the overall syntactic structure of the stylized sentence. Next,
two high-level neural modules, namely concept module and style module, incorporate the words that describe factual content
and the words that express linguistic style, respectively. Since the three modules contribute to different aspects of the stylized
sentence, i.e. the fluency, the relevancy of the factual content and the style accuracy, we encourage the modules to specialize
in their own tasks by designing different rewards for different actions. We also design an attention mechanism to facilitate
the communication between the high-level and low-level modules. With the help of the attention mechanism, the high-level
modules are able to take the global structure of the sentence into consideration andmaintain the consistency between the factual
content and the linguistic style. Evaluations on several public benchmark datasets demonstrate that our method outperforms
the existing one-pass decoding methods in terms of multiple different evaluation metrics.

Keywords Stylized image captioning · Cooperative modular networks · Reinforcement learning · Multi-pass decoding

1 Introduction

The task of stylized image captioning requires incorporat-
ing the linguistic style into natural language descriptions
of images. It has attracted growing research interest due
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to its wide applications, such as generating attractive titles
for photos in social media and automatically writing lyrics
or poems according to images. Most existing methods of
image captioning employ an encoder-decoder framework
(Andrew Shin and Harada, 2016; Chen et al., 2019, 2018;
Gan et al., 2017; Guo et al., 2019; Mathews et al., 2016; Xu
et al., 2019; Wu et al., 2019) where a convolutional neural
network serves as the encoder to encode the input image and
a recurrent neural network serves as the decoder to generate
the output sentence. Such a decoding process is referred to as
one-pass decoding (Xia et al., 2017), as illustrated in Fig. 1a.
Although the encoder-decoder framework has achieved great
success, it remains difficult for the one-pass decoding process
in stylized image captioning to simultaneously capture the
syntactic structure, infer the semantic concepts and express
the linguistic styles.

Psycholinguistic research (Slevc, 2011) has revealed that
humans produce a sentence by first constructing a coarse pat-
tern and then filling in details, rather than directly organizing
a word sequence from scratch. Motivated by the language
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(a)

(b)

Fig. 1 Difference between one-pass decoding process in the existing
methods (a) and multi-pass decoding process in our method (b)

production process of humans, we propose a novel stylized
image captioning method that formulates the stylized sen-
tence generation as a multi-pass decoding process, as shown
in Fig. 1b. Our method first constructs a syntax pattern,
and then generates words that describe the factual content
and reflect the linguistic style. The proposed model is able
to effectively capture the syntactic structure, infer semantic
concepts and express linguistic styles in different decoding
stages. We design multiple cooperative neural modules to
perform the multi-pass decoding process and formulate the
training of the neural modules as a reinforcement learning
problem. Specifically, in the first decoding pass, a low-level
syntaxmodule constructs the overall syntactic structure of the
stylized sentence. In the seconddecodingpass, twohigh-level
modules, namely concept module and style module, generate
the words in the sentence with the guidance of the previ-
ously generated syntactic structure. The concept module and
the style module alternately predict the words that are related
to the content of the image and the words that reflect the lin-
guistic style.

In the existing reinforcement learning methods (Wang
et al., 2018; Huang et al., 2019), the captioning model
receives a sentence-level reward that reflects the quality of
the entire sentence. However, in stylized image captioning,
the quality of a stylized sentence is determined by multiple
factors, including the fluency of the sentence, the relevancy
of the factual content and the style accuracy. In this case, it
is difficult for the sentence-level reward to distinguish the
contribution of each word, referred to as credit assignment
problem (Panait and Luke, 2005). For instance, the sentence-
level reward for a sentence that accurately describes the
image content but reflects no linguistic style and the sentence-
level reward for another sentence that is stylized but irrelevant
to the image might be similar. However, the contributions of
the concept module and the style module to the two sen-
tences are actually different. To alleviate this problem, we
design different rewards for the outputs generated by dif-
ferent neural modules in multiple decoding passes, and thus
to encourage the neural modules to specialize in their indi-

vidual tasks. Specifically, the reward for the factual words
generated by the concept module is determined by the rel-
evancy between the image and the generated sentence. The
reward for the stylized words generated by the style mod-
ule is determined by a sentence style classifier that evaluates
whether the generated sentence expresses the linguistic style
and a statistic language model that evaluates the fluency of
the sentence.

Since the neural modules generate stylized sentences in a
cooperative manner, the information passing between them
is crucial. We design an attention mechanism that enables
the low-level syntax module to share the overall syntactic
structure of the sentence with the high-level modules in a
simple but efficientway. In each decoding step, the high-level
modules fuse the overall syntactic structure of the sentence
using an attention module. In this way, the high-level mod-
ules are able to consider whether a word fits in the whole
sentence from a global perspective, and ensure the consis-
tency between the words that describe the image content and
the words that reflect the linguistic style.

In summary, the main contributions of this paper are as
follows:

– Wemake the first attempt to formulate the stylized image
captioning as a multi-pass decoding process that imitates
the language production process of humans, and design
multiple cooperative neural modules to implement the
multi-pass decoding process.

– We propose to optimize the neural modules using a rein-
forcement learning method, where different rewards are
designed for different types of actions to encourage each
module to focus on its own task.

– Experiments on SentiCap, FlickrStyle10K and stylized
paragraphs comprehensively demonstrate the superiority
of our method over the existing state-of-the-art methods.

2 RelatedWork

2.1 Stylized Image Captioning

Stylized image captioning has attracted growing attention in
recent years. SentiCap (Mathews et al., 2016) is the first styl-
ized image captioning method to generate image captions
in positive or negative sentiments with the proposed switch-
ing RNN,where additional word-level sentiment annotations
are also applied to guide the training process. Chen et al.
(2018) propose a style-factual LSTM to generate sentences in
positive, negative, romantic and humorous styles. The style-
factual LSTM is trained using an adaptive learning strategy
that employs a reference model learned from a stylized cor-
pus to provide factual knowledge.
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To alleviate the burden of annotating stylized sentences for
images, several methods are proposed for training stylized
image captioning models using unpaired stylized sentences.
StyleNet (Gan et al., 2017) is proposed to factorize the param-
eters in LSTM and learn the knowledge about factual and
stylized sentences with different parameters. Mathews et al.
(2018) use semantic terms to represent the semantic informa-
tion in images and sentences, which enables training using
unpaired stylized corpus. Chen et al. (2019) propose to learn
the knowledge about linguistic style using a domain layer
norm, thus generating stylized sentences in a more flexible
manner. MSCap (Guo et al., 2019) is the first method that
attempts to generate image descriptions in multiple styles
with a single model. Zhao et al. (2020) propose a style mem-
ory module to memorize the knowledge about style-related
words or phrases.

Most of the above methods generate stylized image
descriptions in a single decoding process. In contrast, our
method generates stylized sentences in two decoding passes
usingmultiple neuralmodules, where the first pass constructs
the syntactic structure of the sentence using a low-level mod-
ule, and the second pass generates the words using two
high-level modules.

2.2 Multi-Pass Decoding for Natural Language
Generation

Since the one-pass decoding process in the encoder-decoder
framework has some deficiencies, e.g., the prediction of
one word only relying on the previous words (Xia et al.,
2017) and the error accumulation problem (Liu et al., 2019),
some multi-pass decoding methods are proposed to generate
natural language. Deliberation networks (Xia et al., 2017)
with two levels of decoders are designed to perform neu-
ral machine translation and text summarization. The first
decoder takes the output of the encoder and generates a
coarse sentence, and the second decoder refines the sen-
tence generated by the first decoder. Gu et al. (2018) propose
a multi-pass decoding method that involves three LSTM
decoders trained in a reinforcement learning manner. The
first LSTM generates coarse sentences and the subsequent
LSTMnetworks refine the output of the previous LSTM.Guo
et al. (2019) propose a ruminant decoding framework that
contains two decoders to generate image captions, where the
first decoder generates a raw sentence and the second decoder
utilizes the global information in the raw sentence for caption
refinement. Xu et al. (2020) propose reinforcement learning
polishing networks to refine the raw captions generated by
any captioning model. Specifically, two networks with the
same structure are designed to correct the word errors and
the grammar errors in the raw captions, respectively.

The aforementioned methods focus on generating factual
sentences, where the first decoding pass generates a coarse

sentence and the second decoding pass generates refined sen-
tences with more details. In contrast, our method generates
stylized sentences by constructing the syntactic structure of
the sentence in the first decoding pass and then generating
the specific words in the second decoding pass.

2.3 Reinforcement Learning

Recent years have witnessed the success of reinforcement
learning in many fields, including object detection (Kong
et al., 2017), text generation (Dethlefs andCuayáhuitl, 2010),
and dialog systems (Peng et al., 2017). In the field of vision
and language, Rennie et al. (2017) first use the REINFORCE
algorithm (Williams, 1992)with a baseline to optimize image
captioning models. Hierarchical reinforcement learning has
been used for video captioning (Wang et al., 2018) and visual
storytelling (Huang et al., 2019).Wang et al. (2018) propose a
video captioningmodel that involves amanager and aworker.
The manager first generates a sub-goal and the worker then
fulfills the sub-goal by generating a small text segment. This
process is repeated until the entire sentence is finished. Simi-
larly, Huang et al. (2019) propose to generate a coherent story
for multiple images with a two-level hierarchical decoder.
The manager generates a topic distribution for each image
and the worker generates a sentence according to the image
and the corresponding topic distribution. The above methods
use sentence-level CIDEr score as the reward in the train-
ing process and it is difficult to distinguish the contribution
of each individual agent. To tackle this problem, Guo et al.
(2020) propose to train a non-autoregressive image caption-
ing model using multi-agent reinforcement learning, where
each position in the sentence is regarded as an agent. Each
agent receives a word-level reward that measures its individ-
ual contribution to the sentence generation.

The existing methods generate factual sentences, and the
rewards are calculated by comparing the generated sen-
tences and the ground-truth sentences. Our method focuses
on generating stylized captions for images, which is a more
challenging task. So the rewards used in our methodmeasure
multiple aspects of the generated sentences, including the flu-
ency, the relevancy of the factual content and the stylishness.

3 Our Approach

3.1 Overview

A stylized image captioning model is expected to gener-
ate a stylized description of an image that preserves the
visual content of the image and expresses certain linguistic
styles simultaneously. To train the captioning model, we are
given a set of training images and their corresponding fac-
tual descriptions, denoted as D f = {(xi ,Y f

i )|i }, where xi
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Fig. 2 Overview of the proposed method. A1, A2 and A3 denote
the syntax module, the concept module and the style module, respec-
tively. In the first decoding pass, the syntax module generates the
part-of-speech tags and the style tags of the words in the sentence.
The part-of-speech tags represent the grammatical component of each
word and the style tags indicate whether the words are related to fac-

tual content or linguistic style. In the second decoding pass, the concept
module and the stylemodule alternatively generate thewords in the styl-
ized sentence. The concept module generates the words that describe
the content of the image and the style module generates the words that
reflect the desired linguistic style. Best viewed in color

represents the i th image and Y f
i represents the correspond-

ing factual sentence. For each linguistic style s, we are also
given a training corpus Ds = {Y s

i |i }, where Y s
i denotes the

i th sentence with the style s.
Our method mainly consists of a low-level module called

syntax module A1 and two high-level modules, namely the
concept moduleA2 and style moduleA3. For an input image
x , firstly it is converted into a scene graph Gx that encodes
the information of objects, relationships and attributes in a
structured manner and provides rich semantic information.
Then, the three modules take the scene graph as input and
generate the stylized sentence in two decoding passes. In
the first decoding pass, the syntax module constructs the
overall structure of the stylized sentence by generating a part-
of-speech (POS) tag sequence V̂ = {v̂1, v̂2, . . . , v̂N } and
a style tag sequence Û = {û1, û2, . . . , ûN }. The POS tag
v̂i ∈ Spos represents the grammatical component of the i th
word and Spos denotes the set of all possible POS tags. The
style tag ûi ∈ {0, 1} indicates whether the i th word reflects
the linguistic style. In the second decoding pass, the concept
module and the style module generate the stylized sentence
Ŷ s = {ŵ1, ŵ2, . . . , ŵN } by predicting the words that are
related to factual content and the words that are related to lin-
guistic style, respectively. The information passing between
the low-level module and the high-level modules is facili-
tated by an attention mechanism that enables the high-level
modules to utilize the syntactic structure constructed by the
low-level module. The framework of the proposed method is
illustrated in Fig. 2.

3.2 Scene Graph Generation

Scene graph characterizes the objects, relationships and
attributes in images and sentences in a structured form that
contains rich semantic information. It has been proved to be
beneficial to many vision-and-language tasks, such as image
captioning (Li and Jiang, 2019; Yang et al., 2019; Zhao et al.,
2020) and cross-modal retrieval (Johnson et al., 2015). Since
the scene graph serves as an ideal intermediate form between
images and sentences, we transform both the images and the
sentences into scene graphs to enable training our captioning
model using unpaired stylized corpus.

Formally, a scene graph can be denoted as G = (V , E)

where V and E represent the node set and the edge set in
the scene graph, respectively. The node set contains object
nodes, relationship nodes and attribute nodes, and the edge
set comprises directed edges that connect the three types of
nodes. For each object node oi and its kth attribute node bi,k ,
there is a directed edge oi → bi,k in the edge set. The rela-
tionship between the i th object and the j th object is denoted
as ri j . The nodes oi , ri j and o j are the subject, predicate and
object of the relationship, respectively. We use two directed
edges oi → ri j and ri j → o j to represent the relationship
between oi and o j .We denote the scene graph of image x and
the scene graph of sentence Y as Gx and GY , respectively.

We use a pre-trained scene-graph generator (Zellers et al.,
2018) to generate the scene graph Gx of the image x . For a
factual sentence Y f , we generate its scene graph GY f

fol-
lowing themethod proposed in (Anderson et al., 2016) where
the sentence is first parsed into a dependency tree and then
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the dependency parse is converted into a scene graph via a
rule-based tree transformation method. For a stylized sen-
tence Y s , we first use the sentence decomposition algorithm
in Sect. 3.3 to remove the words that reflect the linguistic
style. Then we convert the remaining factual content of the
sentence, denoted as Ȳ s , to the sentence scene graph GYs

.

3.3 Stylized Sentence Decomposition

Since the concept module generates the words that describe
the factual content while the style module generates the
words that reflect the linguistic style, distinguishing the two
types ofwords in the ground-truth stylized sentences is neces-
sary for training the two modules effectively. In this section,
we introduce a stylized sentence decomposition algorithm
that outputs a style tag ui ∈ {0, 1} for each word wi in
the stylized sentence Y s using an attention-based text clas-
sifier. The text classifier calculates an attention weight for
each word, and distinguishes whether the input sentence is
stylized according to the weighted sum of the encoded repre-
sentations of thewords. Since thewordswith higher attention
weights are more important to the linguistic style of a styl-
ized sentence, we estimate the style tag of each word using
the attention weights of the text classifier.

Specifically, we train the binary text classifier proposed
in (Sun and Lu, 2020). The sentences in the stylized corpus
Ds are used as positive samples, and the sentences in factual
data D f are used as negative samples. The text classifier first
encodes the word embeddings {ew1 , ew2 , . . . , ewN } using a
bidirectional GRU network and the encoded representations
are denoted as {c1, c2, . . . , cN }, where ewi ∈ R

d , ci ∈ R
d

and d denotes the dimension ofword embedding vectors. The
attention score βi of the i th word and the classifier’s output
probability p are then calculated by

β̂i = c�i m1,

βi = exp(β̂i )
∑

j exp(β̂ j )
,

c =
∑

i

βi ci ,

p = σ(c�m2),

(1)

where m1 ∈ R
d and m2 ∈ R

d are learnable parameters, and
σ denotes the sigmoid function. Given the attention weights
of the words in a sentence Y , the threshold β ′ for discrimi-
nating the words that reflect linguistic style is the maximum
value that satisfies

∑
βi≥β ′ βi > 0.8. The value of the style

tag ui for the word wi is 1 if the attention score βi is no
less than the threshold β ′, and 0 otherwise. The factual part
Ȳ s of a stylized sentence Y s consists of all the words whose
corresponding style tag is 0.

3.4 Modular CaptioningModel

3.4.1 Scene Graph Encoding

The object node oi , attribute node bi,k and relationship node
ri j in the scene graph are represented by de-dimensional
embedding vectors, denoted as eoi , ebi,k and eri j , respectively.
The embedding vector of each node is calculated using the
word embeddings of the corresponding class label. We fur-
ther encode the object nodes and relationship nodes together
with their neighbouring nodes to gather the context-aware
information. The context-aware embeddings of the object oi
and relationship ri j are calculated by

uoi = 1

Noi + 1
(

Noi∑

k=1

Wo[eoi ; ebi,k ] + eoi ),

uri j = Wr [eoi ; eri j ; eo j ],
(2)

where Noi denotes the total number of attributes that belong
to oi ,Wo ∈ R

de×2de andWr ∈ R
de×3de are learnable parame-

ters, and [; ] denotes the vector concatenation operation. The
encoding of the scene graph G is represented by

uG = 1

No

No∑

i=1

uoi + 1

Nr

∑

ri j∈G
uri j , (3)

where No and Nr are the total numbers of objects and rela-
tionships in G, respectively.

3.4.2 Multi-Pass Decoding

In this section,we illustrate the three cooperative neuralmod-
ules that form the decoder in detail. Since all the modules
are RNN-based, we first revisit the process of generating
sequences using RNN. We then introduce the structure of
the low-level syntaxmodule. Finally, we present the attention
mechanism that facilitates the information passing between
the low-level module and the high-level modules, and show
the structure of the high-level modules.

RNN-based language model At each time step t , an
RNN-based module takes a vector xt and the previous hid-
den state ht−1 ∈ R

dh as input and outputs a hidden state
ht ∈ R

dh . We denote this process as ht = A(ht−1, xt ),
where the module A can be the syntax module A1, the con-
cept module A2 or the style module A3. The parameters of
A1, A2 and A3 are denoted as θ1, θ2 and θ3, respectively.

Low-levelmodule In the first decoding pass, the low-level
syntax module A1 summarizes the content of the image and
learns the pattern of the sentence by generating a POS tag
sequence V̂ and a style tag sequence Û . It takes the embed-
ding of the scene graph G as input and generates the POS
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tags and the style tags sequentially. The t th step in the first
decoding pass can be formulated as

xlowt =
{
W low

in [uG; es] for t = 0,

ev̂t−1 for t > 0,

hlowt = A1(hlowt−1, x
low
t ),

pv
t = softmax(Wvhlowt ),

put = softmax(Wuhlowt ),

(4)

where uG ∈ R
de is the encoding of the scene graph defined

in Eq. (3), es ∈ R
de denotes the embedding of the desired

linguistic style s, and ev̂t−1 ∈ R
de denotes the embedding

of the POS tag generated at the previous step. pv
t ∈ R

|Spos |
and put ∈ R

2 denotes the probability distribution for gen-
erating the t-th POS tag v̂t and the probability distribution
for generating the t-th style tag ût , respectively, where Spos
denotes the set containing all the POS tags. The matrices
W low

in ∈ R
de×2de , Wv ∈ R

|Spos |×dh and Wu ∈ R
2×dh are

learnable parameters.
AttentionModule Both the concept module and the style

module leverage the syntactic structure generated by the syn-
tax module via the attention module. At the t th step in the
second decoding process, the attention module encodes the
syntactic structure of the sentence by calculating a weighted
sum of the syntax module’s hidden states according to the
hidden state hhight of the high-level module. By denoting
the hidden states of the low-level syntax module as H low =
[hlow1 ; hlow2 ; . . . ; hlowN ], we have

α̂i = w�
a tanh(Wqh

high
t + Wkhlowi ),

αi = exp(α̂i )
∑

j exp(α̂ j )
,

attention(hhight , H low) = H lowα,

(5)

where αi is the i th dimension of α, and α ∈ R
N denotes

the weights for the N hidden states of the low-level module.
wa ∈ R

dh and the matrices Wq ∈ R
dh×dh and Wk ∈ R

dh×dh

are learnable parameters.
High-level modules Given the syntactic structure of the

sentence predicted by the low-level syntax module A1, the
high-level concept moduleA2 and style moduleA3 generate
the stylized sentence by alternatively predicting the words
that describe the content of the image and the words that
reflect the linguistic style in the second decoding pass. The
word ŵi is predicted byA2 when ûi = 0, and is predicted by
A3 when ûi = 1. The concept module and the style module
have the same structure but the parameters are not shared.
Formally, the t th step in the second decoding pass can be

written as

xhigh0 = Whigh
in [uG; es]

chight = attention(hhight−1 , H low),

xhight = Whigh
d [eŵt−1; ev̂t−1; chight ], t > 0,

hhight =
{
A2(h

high
t−1 , xhight ) for ût = 0,

A3(h
high
t−1 , xhight ) for ût = 1,

pw
t =

{
Ww f h

high
t for ût = 0,

Wwsh
high
t for ût = 1,

(6)

where es denotes the embedding of the desired linguistic
style s , eŵt−1 ∈ R

de denotes the embedding of the previously
generated word ŵt−1, pw

t ∈ R
|Sword | denotes the probability

distribution for generating the word ŵt and Sword denotes
the set containing all the possible words in the sentences.
The matrices Whigh

in ∈ R
de×2de , Whigh

d ∈ R
de×3de , Ww f ∈

R
|Sword |×dh andWws ∈ R

|Sword |×dh are learnable parameters.

3.5 Training

The whole training process of our method involves a pre-
training stage and a fine-tuning stage. In the pre-training
stage, we use the factual data D f to train the neural mod-
ules. In the fine-tuning stage, we fine-tune the model using
the stylized sentences Ds to generate stylized descriptions
for images.

3.5.1 Pre-Training Stage

Since the factual data D f contains images with the corre-
sponding factual sentences rather than stylized sentences, we
only train the syntax module and concept module in the pre-
training stage. The ground-truth style tags of all the words in
the sentences in D f are set to 0. We acquire the ground-truth
POS tag sequences of the sentences in D f using off-the-shelf
POS tagger in the spaCy toolkit (Honnibal et al., 2020). The
loss function Lp in the pre-training stage is formulated as

Lp = Lpos
ce + Lword

ce ,

Lpos
ce = − 1

N

N∑

t=1

log(p(v̂t = vt )),

Lword
ce = − 1

N

N∑

t=1

log(p(ŵt = wt )),

(7)

where Lpos
ce and Lword

ce represent the losses for generating
POS tags and words in the sentence, respectively. v̂t and ŵt

denote the t th POS tag and the t th word generated by the
syntax module and concept module, respectively.
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3.5.2 Fine-Tuning Stage

In the fine-tuning stage, only the stylized sentences Ds are
available. For a stylized description Y s , a scene graph GY

is acquired using the method in Sect. 3.2 and GY is used as
the input of the three modules. For faster convergence, we
initialize the parameters θ3 of the style moduleA3 using the
pre-trained parameters θ2 of the concept module A2. In the
first few epochs, we optimize the modules A1, A2 and A3

using the cross-entropy loss function L f t :

L f t = Lpos
ce + Lstyle

ce + Lword
ce ,

Lstyle
ce = − 1

N

N∑

t=1

log(p(ût = ut )),
(8)

where Lstyle
ce denotes the cross-entropy loss for generating

style tags and ût denotes the t th style tag generated by the
syntax module.

After fine-tuning using the cross-entropy loss Lstyle
ce , we

optimize the captioning model using reinforcement learning.
The captioning model that consists of three neural modules
can be regarded as an agent that interacts with an external
environment. Here, the environment is represented by the
scene graph of the input image and the previously gener-
ated part-of-speech tags and words. The caption generation
process is formulated as a markov decision process (MDP),
denoted asM = 〈S, A, T , R〉, where S is the state space, A
is a set of all possible actions, T denotes the state transition
function, and R denotes the reward function. Given the cur-
rent state s ∈ S and an action a ∈ A, T (s, a, s′) represents
the probability that the next state is s′, and R(s, a) is the
reward observed by the agent when an action is performed.

Specifically, at the t th time step, the action at can be a
part-of-speech tag, a word that describes the factual content
or a word that reflects the linguistic style. Thus, the action
set is formulated as

A = Spos ∪ S f act ∪ Ssty, (9)

where Spos , S f act , and Ssty denote the set of part-of-speech
tags, all the factual words, and all the words that are related
to linguistic style, respectively. The action at is selected by
the agent according to the policy πθ (at |st ), i.e. a conditional
probability distribution parameterized by θ = {θ1, θ2, θ3},
where θ1, θ2 and θ3 denote the parameters of the syntax mod-
ule, the concept module and the style module, respectively.
The state st ∈ S is a sequence containing the input scene
graph G and all the previous actions (i.e. the previously gen-
erated part-of-speech tags and words), formulated as

st = {G, a1, a2, . . . , at−1}. (10)

When the action at is selected, we append the action at to
the end of st to form the next state st+1. Thus, the probability
that the next state is st+1 = {G, a1, . . . , at } is 1, and the state
transition function is formulated as

T (st , at , st+1 = {G, a1, . . . at }) = 1. (11)

The agent observes an immediate reward R(st , at ) after the
state is transitioned to the next state st+1. Since three different
neural modules are used to perform the actions, we define
different rewards for different actions. For the part-of-speech
tags, thewords that describe the factual content and thewords
related to linguistic style, the rewards are defined by

R(st , at ) =

⎧
⎪⎪⎨

⎪⎪⎩

λ1( f p(Y s
1:t ) − f p(Y s

1:t−1)), for at ∈ Spos,
fr (Y s

1:t ) − fr (Y s
1:t−1), for at ∈ S f act ,

λ1( f p(Y s
1:t ) − f p(Y s

1:t−1))+
λ2( fc(Y s

1:t ) − fc(Y s
1:t−1)), for at ∈ Ssty,

(12)

where Y s
1:t denotes the first t tokens of the sentence, f p(Y s)

is the perplexity of the sentence Y s and fr (Y s) is the CIDEr
score of Y s . fc(Y s) ∈ {0, 1} is the output of a pre-trained
sentence classifier that distinguishes whether the sentence
Y s is a stylized sentence.

The goal of training using reinforcement learning is to
maximize the following objective function:

J (θ) =
N∑

t

Eat∼πθ [R(st , at )], (13)

We compute the expected gradient of the objective function
J (θ) to the parameters θ using the policy gradient theo-
rem (Sutton and Barto, 2018). By using the REINFORCE
algorithm, the gradient is approximatedusing a singleMonte-
Carlo sampling from the policy πθ . The estimation of the
gradient of J (θ) is formulated as

∇θ J (θ) =
N∑

t

Eat∼πθ [R(st , at )∇θ logπθ(at )],

≈
N∑

t

R(st , at )∇θ logπθ (at ),

(14)

where πθ (at ) denotes the probability of sampling the action
at by using the policy πθ .

To reduce the variance of the estimated gradient, we com-
pute the gradient by subtracting the reward with a baseline b
that does not depend on the action at :

∇θ J (θ) ≈
N∑

t

(R(st , at ) − b)∇θ logπθ (at ). (15)
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In practice, we use the reward of a greedily-decoded sen-
tence as the baseline. The loss of training using reinforcement
learning is formulated as

Lrl = −
N∑

t

(R(st , at ) − b)logπθ (at ). (16)

4 Experiments

4.1 Datasets

To evaluate the effectiveness of our method, we conduct
experiments of both simple stylized sentence generation and
complex stylized paragraph generation. For stylized sen-
tence generation,we pre-train ourmodel using theMSCOCO
dataset (Lin et al., 2014), and then fine-tune it using the posi-
tive and negative sentences in the SentiCap dataset (Mathews
et al., 2016) as well as the humorous and romantic sen-
tences in the FlickrStyle10K dataset (Gan et al., 2017). The
MSCOCO dataset contains 113,287, 5000 and 5000 images
for training, validation and testing, respectively, and each
image is annotated with 5 factual captions. The training
split of SentiCap contains 2994 positive sentences and 2991
negative sentences, and the test split contains 2019 posi-
tive sentences and 1509 negative sentences, respectively. The
original FlickrStyle10K dataset contains 10,000 images, and
each image is annotated with a humorous sentence and a
romantic sentence. Among the 7000 publicly available sen-
tences, we randomly select 6000 of them as the training split
and the remaining images are used as the test split, which is
consistent with the strategy in (Guo et al., 2019).

For the stylized paragraph generation, we pre-train our
model using the Stanford image-paragraph dataset (Krause
et al., 2017) and then fine-tuned using the stylized paragraphs
collected by (Chen et al., 2019). The Stanford image-
paragraph dataset contains 14,575, 2489 and 2487 images
for training, validation and testing, respectively. The stylized
paragraphs include the romantic and humorous paragraphs
collected from BookCorpus (Zhu et al., 2015) as well as the
lyrics and fairy tales collected from the web. We randomly
select 50,000 paragraphs for fine-tuning, which is consis-
tent with (Chen et al., 2019). Since the stylized paragraphs
does not contain any images, we evaluate our method using
the images in the test set of the Stanford image-paragraph
dataset.

4.2 EvaluationMetrics

The performance of stylized sentence generation is evaluated
in terms of stylishness and fluency of the generated sen-
tences. We use the widely-used metrics for image captioning
to evaluate the relevancy, including Bleu (Papineni et al.,

2002), METEOR (Banerjee and Lavie, 2005) and CIDEr
(Vedantam et al., 2015). We measure the stylishness using
the style accuracy. Specifically, for each linguistic style s,
we use the stylized sentences in Ds as the positive samples
and use the factual sentences in D f as negative samples to
train aTextCNN(Kim, 2014) classifier that classifieswhether
an input sentence is stylized or not. The style accurracy is
defined as the percentage of sentences that are classified as
stylized. We use the average perplexity to measure the flu-
ency of the generated sentences. For each linguistic style s,
we train a 3-gram language model using the SRILM toolkit
(Stolcke, 2002) to compute the perplexity of each sentence
in style s. A lower average perplexity indicates that the gen-
erated sentences are more fluent. Specifically, the perplexity
of a sentence Y = {w1, w2, . . . , wN } is calculated as

ppl(Y ) = (

N∏

i=1

1

p(wi |wi−2, wi−1)
)
1
N , (17)

where p(wi |wi−1, wi−2) is the probability of word wi

appearing after the words wi−2, wi−1 given by the language
model.

For the stylized paragraph generation, we use the metrics
in (Chen et al., 2019) to evaluate the relevancy and the stylish-
ness of the generated sentences. The relevancy is measured
by SPICE (Anderson et al., 2016) and content similarity. The
content similarity CS is calculated as follows:

CS = 2pr

p + r
,

p = |CT ∩ (ĈS ∪ CS)|
|CT | ,

r = |CS ∩ (ĈT ∪ CT )|
|CS| ,

(18)

where CS and CT denote the nouns in the ground truth sen-
tence and the generated sentence, respectively. The words
in ĈS and ĈT are the synonyms of the words in CS and
CT , respectively. We also report the numerators of p and
r , denoted as n p and nr . The stylishness is measured by
transfer accuracy (Fu et al., 2018) that is calculated using
a text classifier based on LSTM. We use the stylized para-
graphs as positive samples and the paragraphs in the Stanford
image-paragraph dataset as negative samples to train the text
classifier, and the proportion of sentences that are stylized is
reported as the transfer accuracy.

4.3 Implementation Details

The three modules in our method are implemented by GRU
and the hidden state dimension dh is set to 512. The per-
plexity threshold Tppl in Eq. (12) is set to 20 and the
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Table 1 Results of generating stylized sentences

Method Visual Positive Negative

Input B-1 B-3 M C ppl (↓) cls B-1 B-3 M C ppl (↓) cls

StyleNet ResNet 45.3 12.1 12.1 36.3 24.8 45.2 43.7 10.6 10.9 36.6 25.0 56.6

Ours_single_feat 48.4 17.5 16.0 51.0 11.2 92.2 47.6 16.6 15.5 49.9 11.4 89.5

MemCap_single Scene 50.8 17.1 16.6 54.4 13.0 99.8 48.7 19.6 15.8 60.6 14.6 93.1

Ours_single Graph 51.3 18.1 16.8 54.6 13.0 99.2 49.0 19.7 15.9 59.3 14.3 93.8

MSCap ResNet 46.9 16.2 16.8 55.3 19.6 92.5 45.5 15.4 16.2 51.6 19.2 93.4

Ours_multi_feat 47.5 16.9 16.3 54.6 13.3 98.7 46.7 17.9 16.0 53.2 13.9 95.4

MemCap_multi Scene 51.1 17.0 16.6 52.8 18.1 96.1 49.2 18.1 15.7 59.4 18.9 98.9

Ours_multi Graph 52.3 18.2 17.0 54.8 13.2 99.3 49.3 18.4 16.3 55.0 13.0 96.5

Method Visual Romantic Humor

Input B-1 B-3 M C ppl (↓) cls B-1 B-3 M C ppl (↓) cls

StyleNet ResNet 13.3 1.5 4.5 7.2 52.9 37.8 13.4 0.9 4.3 11.3 48.1 41.9

Ours_single_feat 20.6 4.8 7.9 19.8 11.5 89.3 22.9 5.1 8.8 20.9 15.2 89.8

MemCap_single Scene 21.2 4.8 8.4 22.4 14.4 98.7 19.9 4.3 7.4 19.4 16.4 98.9

Ours_single Graph 24.2 5.9 9.4 27.4 13.3 98.4 26.7 5.8 9.3 23.5 15.2 99.0

MSCap ResNet 17.0 2.0 5.4 10.1 20.4 88.7 16.3 1.9 5.3 15.2 22.7 91.3

Ours_multi_feat 23.2 3.0 6.4 19.5 17.3 90.2 22.0 3.2 6.3 18.7 18.0 92.2

MemCap_multi Scene 19.7 4.0 7.7 19.7 19.7 91.7 19.8 4.0 7.2 18.5 17.0 97.1

Ours_multi Graph 25.4 5.7 9.2 24.7 12.3 97.9 27.2 5.9 9.0 22.4 13.5 96.6

The upper part shows the results on SentiCap with positive and negative styles and the lower part shows the results on FlickrStyle10K with romantic
and humorous styles. “ResNet” and “Scene Graph” denote ResNet-152 visual feature and scene graph, respectively. B-n, M, C, ppl and cls are
abbreviations for Bleu-n, METEOR, CIDEr, average perplexity and style accuracy, respectively. For average perplexity, a lower value is better. The
best performances in both single-style setting and multi-style setting are marked in bold

hyper-parameters λ1, λ2 and λ3 in Eq. (12) are set to 1.0, 1.0
and 0.5, respectively. The Adam optimizer (Kingma and Ba,
2015) is applied in both pre-training stage and fine-tuning
stage. In the pre-training stage, the learning rate is set to
5 × 10−4. In the fine-tuning stage, the cross entropy loss
function in Eq. (8) is used in the first 20 epochs and the rein-
forcement learning is applied in the rest epochs. The learning
rate is set to 5 × 10−5 and decays 0.8 times for every 10
epochs.

All experiments are conducted using one NVIDIA RTX
2080Ti GPU. On the SentiCap and FlickrStyle10K datasets,
training the model in single-style setting for one epoch takes
about 5min and 10min using the cross-entropy loss and the
reinforcement learning, respectively, and the entire training
process takes about 3h. On the stylized paragraphs dataset,
it takes about 10min and 30min to train the model for one
epoch using cross-entropy loss and reinforcement learning,
respectively, and the entire training process on the stylized
paragraphs takes about 7h.

4.4 Results

4.4.1 Results of Generating Stylized Sentences

For the stylized sentence generation, we compare ourmethod
with several state-of-the-art methods that use unpaired styl-
ized captions, including StyleNet (Gan et al., 2017), MSCap
(Guo et al., 2019) andMemCap (Zhao et al., 2020). StyleNet
is a single-style method that trains a separate model for each
style. MSCap is a multi-style method that trains a single
model to generate sentences in multiple styles. The results
of single-style version and multi-style version of MemCap
are both reported. For fair comparison, we evaluate both the
single-style version and multi-style version of our model,
denoted as “Ours_single” and “Ours_multi”. ForMSCap and
MemCap, the results are directly adopted from their origi-
nal papers. For StyleNet, we adopt the reproduced results in
(Guo et al., 2019). Since StyleNet and MSCap use ResNet-
152 visual features, we also conduct experiments that use
ResNet-152 features rather than scene graphs as the visual
input. In the pre-training stage, the visual features of the
images corresponding to the factual sentences are directly
used. In the fine-tuning stage, we use a cross-modal retrieval
model (Diao et al., 2021) to retrieve the images that are the
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most similar to the stylized sentences from the training splits
and use the features of the retrieved images as the visual input
to the captioning model.

Table 1 shows the results of different methods on gener-
ating stylized sentences. It is interesting to observe that our
method outperforms MemCap and MSCap on most evalu-
ation metrics in both single-style and multi-style settings,
which indicates that our method is capable of generating
more fluent and stylized sentences for images, owing to the
multi-pass decoding process with the rewards for conducting
different types of actions by different neural modules. Par-
ticularly, the average perplexity of the generated sentences
by our method is much lower than MemCap in romantic and
humorous styles. Compared with the positive and negative
sentences that use single adjectives or adverbs to express the
sentiments, the romantic and humorous sentences include
style-related phrases or clauses, which is more complex. So
it is obvious that our method achieves better performance
when dealingwith complex sentences.Moreover, we observe
that using scene graphs as the input to the captioning model
leads to better performance than using visual features, which
validates the effectiveness of the scene graph representation.
When using either scene graphs or visual features as visual
input, our method also outperforms the existing methods that
use the same visual input.

4.4.2 Results of Generating Stylized Paragraphs

We compare our method with Neural Story Teller(NST)
(Kiros et al., 2015), StyleNet (Gan et al., 2017) and DLN
(Chen et al., 2019) when generating stylized paragraphs.
Neural Story Teller first generates factual descriptions and
then transfers the factual descriptions into stylized descrip-
tions. StyleNet decomposes the parameter in the LSTM
model into two groups and uses different parameters to learn
the knowledge about the factual descriptions and stylized
linguistic patterns, respectively. DLN assumes that a latent
space exists and the images, factual descriptions and styl-
ized descriptions can be represented in the latent space. By
learning the mapping from images to the latent space and the
mapping from the latent space to stylized descriptions, DLN
is able to generate stylized descriptions for images.

The results of experiments on stylized paragraphs are
shown in Table 2. We observe that our method generally
outperforms DLN in terms of content similarity, SPICE as
well as p and r , verifying the superiority of our method on
generating sentences that better preserve the semantic infor-
mation in the image. Ourmethod also works better thanDLN
on capturing the linguistic styles, which shows the benefit of
using multiple neural modules for stylized captioning.

4.5 Ablation Studies onModel Components

To evaluate the contribution of each component in our pro-
posed method, we conduct ablation studies on generating
stylized sentences under the single-style setting. The follow-
ing variants of our full model are evaluated:

– w/o rl: To evaluate the contribution of reinforcement
learning, we only fine-tune the three modules using the
cross-entropy loss defined in Eq. (8) and the reinforce-
ment learning is not used.

– same reward: To validate the effect of using different
rewards for different types of actions, we replace the
reward for generating part-of-speech tags, the reward
for generating factual words and the reward for gener-
ating stylized words in Eq. (12) using the same reward
R(st , at ) = λ1( f p(Y s

1:t ) − f p(Y s
1:t−1)) + ( fr (Y s

1:t ) −
fr (Y s

1:t−1))+λ2 fc(Y s
1:t )+ fc(Y s

1:t−1) during fine-tuning.
– w/o syn,con: To evaluate the advantage of usingmultiple
neural modules for multi-pass decoding, a single module
(i.e., the style module) is used to generate stylized sen-
tences in a one decoding pass with the reward rg(at ) =
λ1( f p(Y s

1:t ) − f p(Y s
1:t−1)) + ( fr (Y s

1:t ) − fr (Y s
1:t−1)) +

λ2 fc(Y s
1:t ) + fc(Y s

1:t−1).
– w/o syn: To evaluate the effect of the syntax module,
the syntax module is removed and the captioning model
performs single-pass decoding using the concept module
and the style module. At each decoding step, the style
module predicts the style tag. The word is predicted by
the concept module if the style tag is 0, and by the style
module if the style tag is 1.

– w/o con:To evaluate the effect of the conceptmodule, we
remove the concept module and only use the style mod-
ule in the second decoding pass. During fine-tuning, the
reward for the part-of-speech tags remains unchanged,
and the reward for the words generated by the style mod-
ule is rg(at ) = λ1( f p(Y s

1:t ) − f p(Y s
1:t−1)) + ( fr (Y s

1:t ) −
fr (Y s

1:t−1))+λ2 fc(Y s
1:t )+ fc(Y s

1:t−1). The style tags gen-
erated by the syntax module are no longer used, since the
style module generates both factual words and stylized
words in the second decoding passwithout distinguishing
them.

– w/o con +tag: Compared to “w/o con”, the style module
takes the embeddingof the style tag as an additional input.
Specifically, we use
xhight = Whigh

d [eŵt−1; ev̂t−1; c2t ; eût−1 ] as the input to the
style module, where eût−1 denotes the embedding of the
style tag.

– POS template: To validate the necessity of generating
the sequence of the style tags and part-of-speech tags, we
use pre-defined templates of style tags and part-of-speech
tags to replace the prediction results of the syntax mod-
ule. Each template is a sequence of POS tags with their
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Table 2 Results of generating stylized paragraphs

Method Visual Input Style CS S T p r n p nr

NST(Kiros et al., 2015) ResNet Lyrics 0.037 0.016 100.00% 0.041 0.044 0.680 0.750

StyleNet(Gan et al., 2017) 0.033 0.014 100.00% 0.038 0.038 0.570 0.670

DLN(Chen et al., 2019) 0.083 0.033 99.20% 0.080 0.115 1.250 1.920

Ours_feat 0.103 0.042 96.0% 0.290 0.109 1.250 1.697

Ours Scene Graph 0.117 0.050 98.90% 0.107 0.114 1.283 1.937

NST(Kiros et al., 2015) ResNet Romance 0.088 0.039 100.00% 0.087 0.113 1.570 1.900

StyleNet(Gan et al., 2017) 0.012 0.005 100.00% 0.032 0.001 0.110 0.140

DLN(Chen et al., 2019) 0.151 0.058 95.40% 0.193 0.148 1.560 2.430

Ours_feat 0.147 0.064 92.0% 0.173 0.142 1.620 2.340

Ours Scene Graph 0.152 0.073 93.90% 0.195 0.153 1.620 2.438

NST(Kiros et al., 2015) ResNet Humor 0.103 0.041 99.70% 0.097 0.143 2.220 2.440

StyleNet(Gan et al., 2017) 0.010 0.005 99.80% 0.024 0.001 0.120 0.150

DLN(Chen et al., 2019) 0.173 0.065 70.00% 0.205 0.182 2.320 2.990

Ours_feat 0.154 0.063 83.0% 0.197 0.143 1.970 2.320

Ours Scene Graph 0.180 0.071 93.80% 0.213 0.110 2.305 3.021

NST(Kiros et al., 2015) ResNet Fairy tale 0.116 0.044 99.80% 0.116 0.145 2.470 2.440

StyleNet(Gan et al., 2017) 0.028 0.013 99.80% 0.045 0.026 0.340 0.460

DLN(Chen et al., 2019) 0.135 0.050 93.70% 0.194 0.125 1.290 2.060

Ours_feat 0.164 0.075 92.0% 0.290 0.133 1.160 1.990

Ours Scene Graph 0.176 0.080 93.90% 0.312 0.136 1.287 2.100

The metrics CS, S and T stand for content similarity defined in (Chen et al., 2019), SPICE and transfer accuracy, respectively. The metrics p, r , n p
and nr defined in (Chen et al., 2019) measure the relevancy of the generated sentences to the image

associated style tags. We regard each template as a class,
and use a template classifier that takes the embedding
of the scene graph as input to predict the template. On
the SentiCap dataset and FlickrStyle10K dataset, we use
about 800 and 500 different templates from the training
split, respectively.

– w/o comm: To evaluate the contribution of the informa-
tion passing between the neural modules, we remove the
attention module defined in Eq. (5). The output of the
attention mechanism, i.e. chight in Eq. (6) is replaced by
a zero vector.

The results of the ablation studies are reported in Table 3.
From these results, we have the following observations:

– The model performs worse on all the metrics when rein-
forcement learning is removed, which indicates that the
reinforcement learning paradigm is capable of improving
the performance of our model.

– When the rewards designed for conducting different
types of actions are the same, the performance degrades,
showing that using different rewards for different actions
are beneficial for generating stylized captions by encour-
aging the modules to focus on their own tasks.

– By removing either or both of the concept module and
the syntax module, the performance drops on both rele-
vancy (measured by Bleu-3 and CIDEr), style accuracy
(measured by cls) and fluency (measured by ppl). Though
“w/o con +tag” uses the style tag as an additional input
to the style module, “Ours” still achieves better perfor-
mance than “w/o con+tag”, demonstrating the advantage
of using two modules to generate the stylized sentence.

– “POS template” performs better than “Ours” in terms
of perplexity, since the templates of the part-of-speech
tags and the associating style tags are from the train-
ing splits of the datasets. However, “Ours” outperforms
“POS template” in terms of both relevancy and stylish-
ness, which indicates the advantage of using the style
module to predict the part-of-speech tag sequences and
style tag sequences.

– The perplexity on all four style increases when the atten-
tion module used for information passing between the
low-level module and the high-level modules is removed
(“w/o comm”), validating the importance of information
passing between neural modules in generating fluent sen-
tences.
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Table 3 Results of ablation
studies on SentiCap and
FlickrStyle10K using
single-style setting

Method Positive Negative

B-3 C ppl (↓) cls B-3 C ppl (↓) cls

w/o rl 17.5 51.9 23.8 82.3 16.9 50.1 24.0 78.0

same reward 17.2 52.0 19.6 91.4 17.2 50.9 19.7 91.3

w/o syn, con 16.5 50.2 18.3 94.3 16.6 49.9 19.2 93.5

w/o syn 17.9 53.4 22.8 91.2 16.9 50.3 22.1 90.1

w/o con 17.9 52.3 15.4 95.3 17.1 58.9 16.7 93.9

POS template 17.9 54.3 12.7 97.5 17.1 59.0 13.2 92.4

w/o con +tag 17.7 52.2 12.9 98.4 17.2 58.9 15.6 93.6

w/o comm 18.0 52.9 13.8 98.7 16.8 58.2 15.7 93.2

Ours_single 18.1 54.6 13.0 99.2 19.7 59.3 14.3 93.8

Method Romantic Humorous

B-3 C ppl (↓) cls B-3 C ppl (↓) cls

w/o rl 4.8 21.7 11.6 70.9 4.6 19.4 10.8 69.2

same reward 5.2 23.8 10.9 87.3 5.3 20.8 11.7 88.1

w/o syn, con 4.6 17.4 11.4 90.9 4.4 18.3 11.8 90.0

w/o syn 5.4 24.9 10.3 93.4 5.1 20.1 10.9 94.0

w/o con 5.3 25.6 10.7 94.6 5.2 21.3 10.3 94.0

POS template 5.6 26.8 12.6 95.3 5.4 22.0 10.9 92.7

w/o con +tag 5.3 27.2 13.7 94.5 5.5 21.9 11.0 94.5

w/o comm 5.4 27.3 13.9 97.3 5.8 23.4 15.4 96.8

Ours_single 5.9 27.4 13.3 97.9 5.8 23.5 15.2 99.0

“w/o rl” and “same reward” denote the model that is not trained using reinforcement learning and the model
that is trained using the same reward for all actions, respectively. “w/o syn, con” denotes the model that only
uses the style module to generate sentences. “w/o syn” and “w/o con” denote the model that removed the
syntax module and the model that removed the concept module, respectively. “POS template” is the model
that uses pre-defined POS templates to replace the POS sequences generated by the syntax module, and “w/o
con+tag” denotes the model that removes the concept module and feeds the embedding of style tags to the
style module. Please refer to Section 4.5 for more details

Table 4 Results of fine-tuning
with different rewards on the
positive style of the SentiCap
dataset and the romantic style of
the FlickrStyle10K dataset using
single-style setting

rrel rcls , rppl Positive Romantic

B-3 M C ppl (↓) cls B-3 M C ppl (↓) cls

Bleu-3 � 18.9 16.0 52.3 14.2 98.9 6.5 9.0 26.5 12.3 94.3

METEOR � 17.9 17.0 52.4 13.3 99.0 5.8 9.0 26.2 14.7 95.3

SPICE � 18.0 16.5 54.2 13.2 98.5 5.8 9.1 26.7 13.3 97.3

CIDEr × 18.2 17.0 55.3 14.5 88.4 5.9 9.3 25.7 15.3 85.8

CIDEr � 18.1 16.8 54.6 13.0 99.2 5.9 9.4 27.4 13.3 97.9

4.6 Ablation Studies on Rewards

We conduct ablation studies on the rewards defined in Eq.
(12) to evaluate the contribution of each reward. To vali-
date the effect of the evaluation metric used to calculate rrel ,
we replace the CIDEr score with other evaluation metrics,
including Bleu-4, ROUGE-L and SPICE. The results are
shown in lines 1–3 of Table 4. We observe that compared
to other evaluation metrics, using CIDEr score as rrel leads
to better relevancy.

To evaluate the contributions of rcls and rppl , we also
conduct experiments that remove the two rewards and only
use the CIDEr reward to optimize the three neural modules.
From these results, we observe that though only using the
CIDEr reward leads to better relevancy, the performance of
the model drops significantly in terms of stylishness and flu-
ency, which indicate that the stylishness reward and fluency
reward are necessary for generating stylized sentences.
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Table 5 Parameter analysis results of λ1 and λ2 on the positive style of the SentiCap dataset using single-style setting

(a) Bleu-3 (b) CIDEr (c) ppl (↓) (d) cls

λ1λ2 0.5 0.7 1.0 λ1λ2 0.5 0.7 1.0 λ1λ2 0.5 0.7 1.0 λ1λ2 0.5 0.7 1.0

0.5 18.1 17.9 18.1 0.5 53.2 53.8 54.6 0.5 13.3 13.2 13.0 0.5 85.3 90.3 99.2

0.7 17.7 17.3 16.8 0.7 52.3 52.6 46.2 0.7 11.7 12.3 11.4 0.7 84.5 95.4 97.2

1.0 17.3 16.7 16.3 1.0 52.0 52.3 45.6 1.0 9.5 10.4 10.2 1.0 84.4 92.0 97.6

Fig. 3 The learning curves of our method in the multi-style setting on the SentiCap dataset and the FlickrStyle10K dataset

Table 6 Human evaluation results of our method on relevancy and
stylishness of all the styles on both SentiCap and FlickrStyle10K. “Rel.”
and “Sty.” are the abbreviations for relevancy and stylishness, respec-
tively

Method Style Rel. Sty.

StyleNet(Gan et al., 2017) Positive 1.80 1.34

MemCap(Zhao et al., 2020) 2.23 1.82

Ours_single 2.40 1.87

StyleNet(Gan et al., 2017) Negative 1.69 1.49

MemCap(Zhao et al., 2020) 2.29 1.70

Ours_single 2.34 1.71

StyleNet(Gan et al., 2017) Romantic 1.77 1.40

MemCap(Zhao et al., 2020) 2.23 1.62

Ours_single 2.28 1.66

StyleNet(Gan et al., 2017) Humorous 1.71 1.45

MemCap(Zhao et al., 2020) 2.10 1.57

Ours_single 2.13 1.61

4.7 Parameter Analysis

To analyze the effect of the hyper-parameters λ1 and λ2
defined in Eq. (12), we conduct additional parameter analy-
sis by varying the values of λ1 and λ2 in {0.5, 0.7, 1.0} on
the positive style of the SentiCap dataset. The results are
shown in Table 5. From these results, we observe that though
the perplexity of the sentences improve when the value of
λ1 increases to 0.7 or 1.0, the performance in terms of rel-
evancy and stylishness significantly drops. When the value
of λ2 decreases, the model generates less stylized sentences.

To sum up, the optimal values of λ1 and λ2 are 0.5 and 1.0,
respectively.

4.8 Convergence Analysis

To better understand the reinforcement learning process, we
visualize the training process of our method in the multi-
style setting. The model is trained with the cross-entropy
loss in Eq. (8) in the first 20 epochs, and then trained with
the self-critical loss Lrl defined in Eq. (16). Figure 3 shows
the learning curves of CIDEr, cls and ppl. We observe that
the performance of our model increases when fine-tuning the
model with reinforcement learning and the model converges
after about 40 epochs, which demonstrate the effectiveness
of the multi-module reinforcement learning paradigm.

4.9 Human Evaluation

We conduct human evaluation to further assess the perfor-
mance of ourmethod in generating stylized sentences. For all
four linguistic styles, we randomly select 100 images from
the test splits of SentiCap and FlickrStyle10K, and gener-
ate stylized sentences for each image using the single style
version of our model. We also generate stylized sentences
for the same images using StyleNet and MemCap, result-
ing in a total of 1200 stylized sentences to be evaluated. We
evaluate the sentenecs generated by different methods in the
same condition, and the human annotators are asked to assess
each sentence in terms of relevancy and stylishness when
they see the image and the sentence. The relevancy is scored
from 0 (the sentence is totally unrelated to the image) to 3
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Fig. 4 Examples of stylized captions generated by the proposed method. “gt” denotes the ground-truth caption. “w/o rl” and “Ours” denote the
captions generated by the model fine-tuned without reinforcement and our full model, respectively. The words and phrases that reflect the linguistic
style are underlined

(the sentence well describes the image), and the stylishness
is scored from 0 (the sentence has no linguistic style) to 2
(the sentence reflects the desired style appropriately). Table 6
reports the average scores of each style on the SentiCap and
FlickrStyle10K datasets. Our method scores between 2.13
and 2.40 in terms of relevancy and scores between 1.61 and
1.87 in terms of stylishness, which shows that our method is
able to generate satisfactory stylized captions. Our method
outperforms StyleNet on both relevancy and stylishness, fur-
ther demonstrating the advantage of multi-pass decoding
process via multiple cooperative modules for stylized image
captioning.

4.10 Qualitative Results

We show some examplars of the stylized sentences gener-
ated by the model that is only fine-tuned using cross-entropy
loss (“w/o rl”) and the full model (“Ours”) in Fig. 4. As illus-
trated in Fig. 4, the descriptions generated by ourmethodwell
describe the content of the images. Compared with “w/o rl”,
the sentences generated by our full model are more fluent
and reflect the linguistic style more appropriately.

5 Conclusion and FutureWork

We have presented a novel method that learns multiple coop-
erative neural modules using reinforcement learning scheme
for stylized image captioning. Through themulti-pass decod-
ing process implemented by themultiple neural modules, our
method significantly improves the relevancy, stylishness and
fluency of the generated sentences. Thanks to the information
passing betweenneuralmodules and the rewards designed for

different types of actions, our method is able to effectively
learn the syntactic structure, infer the semantic concepts and
express the desired linguistic style. Extensive experiments
with different stylized corpora have demonstrated the effec-
tiveness of the proposed method. In the future, we are going
to designmore effective architectures that facilitate the infor-
mation passing between different neural modules.
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