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ABSTRACT

We propose a new task called sentimental image caption-
ing which aims to generate captions with the inherent sen-
timent reflected by the image. Compared with the stylized
image captioning task that requires a predefined style inde-
pendent of the image, our new task can automatically analyze
the inherent sentiment tendency within the image. With this
in mind, we propose an Inherent Sentiment Image Caption-
ing (InSenti-Cap) method that first extracts the content and
sentiment information from the image, and then fuses these
information into the sentimental sentence generation via an
attention mechanism. To effectively train the proposed model
using the pairs of image and factual caption in existing cap-
tioning dataset and the extra sentiment corpus, we propose
a two-stage training strategy that involves a sentimental reg-
ularization and a sentimental reward to enable the model to
generate fluent and relevant sentences with inherent sentimen-
tal styles. Experiments demonstrate the effectiveness of our
method.

Index Terms— Sentimental Image Captioning, Image
Captioning, Image Sentiment Analysis

1. INTRODUCTION

The purpose of the stylized image captioning task is to gen-
erate image captions with a fixed or manually specified style
and it has been explored in some works [1, 2, 3]. However,
this task assumes that the linguistic style is predefined, which
may not hold in real applications. Moreover, the given style
may not consist with the underlying emotion of the image.
For example, the emotion expressed in Figure 1(a) is happi-
ness, so it is inappropriate to generate a specified negative
caption. Hence, exploring the inherent sentiments within im-
ages is non-trivial and critical for generating more reasonable
and sentimental image captions.

In this paper, we propose a new task, named sentimental
image captioning, to generate an image caption that embodies
the underlying sentiment expressed by the image. This new
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Factual caption:
There are three people on the grassland.

Factual caption:
There is a fly on the bread.

Sentimental caption:
Happy family play with pleasure on the
grassland.

Sentimental caption:
The disgusting fly made my breakfast
bread nauseous.

(a) A positive example. (b) A negative example.

Fig. 1. Examples that reflect positive and negative sentiments.
(a) and (b) show a factual caption and a caption with the image
sentiment, respectively.

task relaxes the assumption of style independence in existing
stylized image captioning methods, and has wide applications
in real scenarios, such as helping people with visual impair-
ments and infants in early education to better understand im-
ages from more perspectives and assisting social platforms
to automatically generate appropriate captions for the images
uploaded by users. However, the sentimental image caption-
ing is very challenging since it not only needs to understand
the image content, but also needs to analyze the intrinsic im-
age sentiment and incorporate the sentimental elements into
captioning. Moreover, there are no pairs of image and senti-
mental caption and the cost of collecting them is very expen-
sive.

To address the challenging issues, we propose an Inherent
Sentiment Image Captioning (InSenti-Cap) method. It first
extracts the content and sentiment information from the im-
age, then fuses these information by an attention mechanism,
and finally uses the fused information for sentimental cap-
tion generation. To be specific, we design three detectors,
namely feature detector, sentiment detector and concept de-
tector, to extract the visual features, sentiment category and
concept words from the image, respectively. And we con-
struct a prior knowledge base from the sentimental corpus to
infer sentiment words related to the image according to the
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extracted concept words. In the process of generating cap-
tions, the captioner introduces an attention module to decide
whether to focus on the content or the sentiment of the image.

To effectively learn the sentimental image captioning
model, we propose a two-stage training strategy. In the first
stage, we train the captioner using the pairs of image and fac-
tual caption and the independent sentimental corpus. Inspired
by self-supervised learning, we use a new sentimental regu-
larization term to let the captioner learn how to add sentimen-
tal elements to the generated sentence, which is beneficial for
faster and better training in the next stage. In the second stage,
we integrate reinforcement learning to fine-tune the captioner.
In addition to the commonly used CIDEr reward, we also pro-
pose a sentimental reward that encourages the captioner to
pay more attention to the sentiment part of the sentence.

The main contributions of this paper are: (1) To the best
of our knowledge, we are the first to propose the sentimen-
tal image captioning task that aims to generate image cap-
tions with the inherent sentiment reflected by the image. (2)
We propose an InSenti-Cap method for the sentimental image
captioning and a two-stage training strategy is proposed to in-
corporate the knowledge learned from the sentimental corpus
into the caption generation process. (3) Experiments on the
MSCOCO dataset validate the superior performance of our
method.

2. RELATED WORK

2.1. Stylized Image Captioning

Recently, stylized image captioning has attracted increasing
attention and several methods have been proposed. Math-
ews et al. [1] propose a switching RNN with word-level reg-
ularization, which can generate positive or negative captions.
Guo et al.[2] utilize an adversarial learning network to handle
multiple styles simultaneously. Zhao et al. [3] design a style
memory module for memorizing the style knowledge learned
from corpus. However, all these works generate a caption
with a style unrelated to the image, while our method gener-
ates a caption with the inherent image sentiment.

2.2. Image Sentiment Analysis

As CNNs have achieved remarkable success in many com-
puter vision tasks, it has also been used for image sentiment
analysis. You et al. [4] employ CNNs to extract image fea-
tures and then add several fully connected layers to recognize
image sentiment. Yang et al. [5] not only use the global in-
formation of the image, but also consider the local informa-
tion of the image. In this paper, we design an image senti-
ment detector based on the existing method [5], and we effec-
tively improve its performance through threshold filtering on
the sentiment scores.

3. OUR METHOD

3.1. Overview

The overall process of our method is as follows:

Firstly, we utilise a set of detectors to extract the con-
tent and sentiment information of images and sentimental cor-
pus respectively. For the sentimental corpus, we employ the
NLTK tool [6] to mark the part of speech of the sentences,
and select the nouns and verbs as concept words. Moreover,
object-sentiment word pairs are extracted as prior knowledge,
which is used to acquire sentiment words based on the se-
lected concept words. For images, we extract visual features
Ve = {vf,v5,--- 4, } where N, is the number of visual
features, concept words, sentiment catagory, and then obtain
the global feature v9 = N%} Zf\;l vy through the mean oper-
ation. In addition, sentiment words are acquired through the
prior knowledge learned from sentimental corpus.

Subsequently, following [7], we combine two LSTMs
and an attention module as our captioner, which generates
captions based on the information extracted from images and
reconstructs the sentimental sentences based on the informa-
tion extracted from corpus.

Finally, we train our captioner in two stages. In the first
stage, we pre-train the captioner using cross-entropy loss with
the sentiment regularization term provided by the sentimental
sentence reconstruction task. In the second stage, we fine-
tune the model by adding reinforcement learning with a new
sentimental reward calculated by a sentence sentiment classi-
fier.

3.2. Content and Sentiment Extraction

The content and sentiment information of images and senti-
mental corpus will be used in the image caption generation
task and the sentimental sentence reconstruction task. For the
feature detector and the concept detector, we choose the off-
the-shelf models from [8] and [9].

We choose the Detection Branch in [5] as the senti-
ment detector, because it achieves better result in the experi-
ment. We train this model using the image sentiment analysis
datasets. Then the detector is used to detect the sentiment s
of the image in the image captioning field. Since the image
captioning dataset is mainly collected from daily scenes, it
is mostly neutral, while the sentiments of the images in the
image sentiment analysis field are more distinct. Therefore,
we propose a threshold filtering on sentiment scores method
to reduce the domains gap, that is, only when the sentiment
score exceeds the threshold A5, we consider the image to
have this sentiment, otherwise it is considered neutral.

For the prior knowledge, we first obtain the correspon-
dence between nouns and adjectives in the sentences from
sentimental corpus. Then TF-IDF method is used to filter out
adjectives that have nothing to do with sentiment. That is,
when an adjective appears more frequently in sentences with
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Fig. 2. Captioner. The captioner consists of an attention
LSTM (bottom), an attention module (middle) and a language
LSTM (top). It is used to complete image caption generation
and sentimental sentence reconstruction tasks based on the
information extracted by the detectors.

a certain sentiment and less frequently in all sentences, we
consider it to be a sentiment word, otherwise it is not. Now,
we get the prior knowledge base and we can utilize it to ex-
tract the sentiment words corresponding to the objects in the
concept words.

3.3. Sentimental Image Captioner

The captioner is used for image caption generation and sen-
timental sentence reconstruction. The image caption gener-
ation task takes images as input and generates sentimental
captions. The sentimental sentence reconstruction task recon-
structs the sentences in the sentimental corpus through self-
supervised learning, and its purpose is to provide a regular-
ization term for the image caption generation task, which is
helpful for the captioner to learn sentimental knowledge from
the corpus.

As shown in Figure 2, the captioner includes an attention
LSTM, an attention module and a language LSTM. The func-
tion of the attention LSTM is to guide the attention module on
which piece of information extracted by the detectors should
be currently focused on. The attention module delivers the fu-
sion features of content and sentiment to the language LSTM,
and the language LSTM generates a sentence word by word.

3.3.1. Attention LSTM

At each time step, its input includes the previous output k"™

of the language LSTM, concatenated with the global feature
v9 and the sum of the embedding vector e;_; of the word
generated in previous step and the embedding vector e® of

. . 1
the image sentiment s, expressed as [h,""?;v%;e;_1 + €°].

Note that we first convert the extracted visual features into
the same dimension as the word embedding vector through
linear transformation.

For sentimental sentence reconstruction, the image sen-
timent s is replaced by the sentiment label of the sen-
tence, and because there is no image data, we map the
concept words features to the visual global feature space
for simulation. First, we represent the concept words ex-
tracted from the image and selected from the sentimental sen-
tence as the corresponding word embedding vectors £ =
{el e, el } and £°° = {ei,e5°, - , e } respec-
tively, where N, is the number of concept words. Then we
obtain their global feature e’ = N% Z;V:Cl el and e*? =
N% Z;V:LI e’ through the mean operation. Next, map them
to the visual global feature space: vf, = W, 4e"9, v, =
W.,e®?. Finally, we learn the parameter W, by reducing
the mean square error between v}, and v?, and use v, to
simulate v9 during sentimental sentence reconstruction.

3.3.2. Attention Module

First, we convert sentiment words into word embedding vec-
tors £¢ = {ej,e3, -+ , e} }, where N, is the number of sen-
timent words. Then, we utilise the content attention module
to fuse visual features V¢ and the sentiment attention mod-
ule to fuse sentiment words features £°. Finally, the gating
mechanism is used to fuse content and sentiment features.

For the content attention module, at time step ¢, given the
hidden state h{'" of the attention LSTM, we generate atten-
tion weight o7, for each visual feature v7, as follows:

a?y, = W2 tanh(W,,vf + W, k'),
af = softmax(ay),

where W, € RIXE Wp ¢ REXA and W? € RY are
learnable parameters. Then the features are fused by the fol-
lowing formula:
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For the sentiment attention module, given h‘tl” and senti-
ment vector e®, attention weight ait of each sentiment word
e} is calculated by:

a$, = W; T tanh(We.e5 + Wiee® + Wi, hi't),
o = softmax(ay),
where W, W, € RIXE W3 € RE*4 and W2 € RH
are learnable parameters. And the fusion process of sentiment
features é; is similar to Formula 2.

Finally, we introduce fusion gate to fuse content and sen-
timent features:

by = W;T tanh(W, 68 + W& + Wi,heth),
B = sigmoid(b;), f; = Bi®f + (1 — B;)é;,
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where Wy, Wy, € REXE W, € RE*4 and W; € RY
are learnable parameters.

For sentimental sentence reconstruction task, we ignore
the content attention module and directly use é; as the final
output f;.

3.3.3. Language LSTM

The language LSTM takes [f;; h{''] as input to generate the
current word. And the conditional distribution over possible
output words is calculated through a linear transformation and
a softmax operation.

Notice that, for simplicity, we omit all the bias for linear
transformations described above.

3.4. Sentence Sentiment Classification

We design a sentence sentiment classifier that provides re-
wards for reinforcement learning and is also used as a final
sentiment evaluation metric.

A LSTM is used to encode each word in the sentence:
h; = LSTM(e;), where e, represents the word embedding
vector, and h; represents the encoding result.

Because different parts of the sentence have different ef-
fects on the overall sentiment classification, we perform a
squeeze-excitation operation [10] to strengthen important en-
coding features. The enhanced features are fused as the final
sentence features. And the sentimental probability is output
through a linear transformation and a softmax operation. Due
to the different sentence lengths, we make a simple modifi-
cation to the squeeze-excitation operation: first perform the
excitation operation and then perform the squeeze operation.
The entire operation process is as follows:

m, = excitation(h;) = sigmoid(Ws(Relu(W1h,))),

T
1
a = squeeze(M) = T ;mt,
T )
fs = fuse(a, H) = Zatht,
t=1

ps = softmax (W3 fy),

where Wi, W, € RA*4 and W3 € RE*4 are learnable
parameters and K is the number of sentiment catagories.

The model is trained using the cross-entropy loss. When
joining reinforcement learning training the captioner, we use
the importance score « as the reward, which helps the cap-
tioner pay attention to the sentimental part of the sentence.

3.5. Train Strategy

3.5.1. Pre-training stage

At this stage, in addition to the standard cross-entropy loss
Lx g and the mean square error L4, mentioned above, we

also employ the sentimental sentence reconstruction loss L.
as a regularization term. When generating the factual cap-
tion, we ignore the sentiment attention module and use the
sentiment of the ground-truth captions (classified by the sen-
tence sentiment classifier) instead of the image sentiment s
as the input of the attention LSTM. The loss at this stage is
expressed as:

EPt = EXE + Eda + Erea

T
1
-7 Z log(Pt(ytf|y{;t71))7
t=1

L4q = MSE(vY,, v9),

1 S S
Lye = T Zlog(pt(yt Y70-1)),

t=1

Lxg

(6)

where p;(y:|y1..—1) denotes the predicted probability of the
ground-truth word y; given the previous word sequence

Y1:t—1-

3.5.2. Fine-tuning stage

At this stage, besides the above loss £p;, we also add rein-
forcement learning. The gradient of the captioner parameters
0 is approximated by:

VoLr(0) =~ —r(y*,9)Velogd(y*), @)

where y°® is a sampled caption and ¢ denotes the sentence
generated by greedy decoding. The components of the reward
function r are:

r(y*,9) = Mrciper + AaTels,
rcrper = CIDEr(y®) — CIDEr(y), (8)

Tels = ]I(s,i:ss)aysa

where CIDEr(y) is the CIDEr score of sentence y, o, rep-
resents the importance score calculated by the sentence sen-
timent classifier for sentence y, and if the image sentiment
detection result s; is consistent with the sentence sentiment
classification result s, I(5,—5,) takes 1 otherwise it takes 0.

4. EXPERIMENTS

4.1. Datasets

Image captioning dataset. We choose MSCOCO [11]
dataset. And we use the Karpathy splits [12] for the model
validation and offline evaluation. In this split, 113287 and
5000 images with five factual captions are for training and
validation, respectively. 5000 images are for test.

Image sentiment dataset. We select the Emotion-
ROI [13], ArtPhoto [14], Twitter I [4] and Twitter II [15]
datasets in the image sentiment analysis field for training the
sentiment detector. For Twitter I, we use the At Least Four
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Fig. 3. Visualization examples of the importance scores c of
each part of the sentence in the process of sentiment classifi-
cation. The redder is more important.

Agree” result which indicates that at least 4 AMT workers
gave the same sentiment label for a given image. And the
EmotionROI and ArtPhoto datasets contain multiple senti-
ments. In this paper, we only focus on positive and negative
sentiments, so we reclassify these images into positive, nega-
tive and neutral categories.

Sentiment corpus. We employ the SentiCap [1] dataset,
which includes 4892 positive sentences and 3977 negative
sentences. For the neutral category, we select the sentences
from image captioning dataset that do not contain sentiment
words (from the prior knowledge) to expand.

4.2. Implementation Details

We extract the 2048-dimensional visual features of images
through the last convolutional layer of the trained ResNet-
101 [8]. The dimensions of all LSTMs’ hidden states and the
size of the word embedding vector are set to 512. The num-
bers of concept words N, and sentimental words N are set to
5 and 10 respectively. The two parameters A; and Ao in Equa-
tion 8 are set to 1 and 0.6, respectively. In the pre-training
stage, the learning rate is set to 4x 104, and in the fine-tuning
stage, the learning rate is set to 4 x 107°. We employ the
Adam optimizer [16] to train all models. Source code is avail-
able at https://github.com/ezeli/InSentiCap_
model.

4.3. Results

Sentiment Detector Performance. To evaluate the perfor-
mance of the sentiment detector, we collect a new image sen-
timent dataset based on the MSCOCO dataset, in which the
numbers of positive, negative and neutral sentiment images
are 81, 35, and 137. The experimental result is that if the de-
tector is directly used (that is, the hyperparameter Ay is set to
0), the detector’s accuracy is only 62.9%, but when the )\, is
set to 0.7, the accuracy is improved to 65.6%. This shows that

Table 1. Comparison with the stylized image captioning
methods on MSCOCO dataset. B@n, M and C are the ab-
breviations of Bleu-n, METEOR and CIDEr respectively. *
indicates that a single model can only generate captions of
one sentiment. For ppl metric, the smaller value is better, and
for other metrics, the larger value is better.

Method Sentiment B@1 B@3 M C ppl(d)  cls(%)
MemCap* positive 50.8 17.1 16.6 544 13.0 99.8
P negative 48.7 19.6 158 60.6 14.6 93.1
positive 46.9 16.2 168 553 19.6 92.5
MSCap negative 455 154 162 516 192 934
MemCa positive 51.1 17.0 16.6 528 18.1 96.1
P negative 49.2 18.1 157 594 18.9 98.9
positive 59.7 25.3 209 613 13.0 98.5
InSenti-Cap  negative 59.1 243 194 533 12.3 95.5

neutral 73.5 412 247 9715 8.4 98.9

threshold filtering on sentiment scores is effective in solving
the domain gap between the images in the image captioning
field and the image sentiment analysis field.

Sentence Sentiment Classifier Performance. We train
the sentence sentiment classifier using sentiment corpus and
achieve 99% accuracy. Figure 3 shows several visualization
examples of the importance scores o of each part of the sen-
tence when sentiment classification. We can see that the clas-
sifier can accurately capture the sentimental part of the sen-
tence, which is conducive to providing useful rewards in rein-
forcement learning for generating sentimental captions.

Comparison with stylized image captioning methods.
In order to evaluate the quality of generated sentiment cap-
tions, we compare with the state-of-the-art methods in the
stylized image captioning field, including MSCap [2] and
MemCap [3], as shown in Table 1. The model with the sym-
bol * in the table trains one model for each style, and other
models train one model for multiple styles. Following [3], to
verify the content relevance, we report the widely used auto-
matic evaluation metrics, i.e., BLEU, METEOR and CIDEr.
And we measure sentiment consistency through the perplex-
ity score calculated by the language model (denoted as ppl)
and the sentiment classification accuracy classified by the sen-
tence sentiment classifier (denoted as cls). Our InSenti-Cap
generates multiple sentimental captions using a single model
and utilizes the sentiment detection result as the correspond-
ing sentiment.

From Table 1, we can have the observations as follows:
(1) Compared with MSCap and MemCap, our model has a
very significant improvement in most metrics, which illus-
trates that our model can generate captions that are more in
line with the content of the image and the corresponding sen-
timent. (2) Compared with MemCap*, our method also out-
performs in most metrics, validating the superiority of our
method on capturing multiple sentiment knowledge for cap-
tioning.

Ablation Studies. The automatic evaluation metrics can-
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not reflect the quality of the generated captions very well, so
we perform human evaluation to conduct ablation studies, and
its results are reported in Figure 4. Specifically, during the
entire training process, we remove the sentimental regulariza-
tion term L,.., denoted as “w/o reg”. In the fine-tuning stage,
we remove the sentimental reward function r.;, denoted as
“w/o cls”. For the human evaluation, we first randomly se-
lect 150 images and generate captions. Then, seven volun-
teers are invited to conduct quality assessment. The content
relevance is rated from 1 (unrelated) to 4 (very related), and
the sentiment consistency is rated from 1 (bad) to 3 (perfect).
From the Figure 4, we can see that compared with “w/o reg”
and “w/o cls”, the content relevance metric and the sentiment
consistency metric of our method have been improved, which
validates that both the sentimental regularization and the sen-
timental reward function promote the model to focus on the
sentimental part of the generated captions.

5. CONCLUSION

We have proposed a novel sentimental image captioning task
that can generate captions that are more in line with image
sentiment. We also have represented an InSenti-Cap method
for this task and designed a two-stage training strategy to
learn our model using the pairs of image and factual cap-
tion and the extra sentiment corpus. Our model is capa-
ble of understanding the content and sentiment of the image,
and generate a caption with the image sentiment simultane-
ously. Moreover, experiments demonstrate the superiority of
our method.
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