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Abstract—We propose a novel method of exploiting informative
video segments by learning segment weights for temporal action
localization in untrimmed videos. Informative video segments
represent the intrinsic motion and appearance of an action,
and thus contribute crucially to action localization. The learned
segment weights represent the informativeness of video segments
to recognize actions and help infer the boundaries required
to temporally localize actions. We build a supervised temporal
attention network (STAN) that includes a supervised segment-
level attention module to dynamically learn the weights of video
segments, and a feature-level attention module to effectively
fuse multiple features of segments. Through the cascade of the
attention modules, STAN exploits informative video segments and
generates descriptive and discriminative video representations.
We use a proposal generator and a classifier to estimate the
boundaries of actions and classify the classes of actions. Extensive
experiments are conducted on two public benchmarks, i.e., THU-
MOS2014 and ActivityNet1.3. The results demonstrate that our
proposed method achieves competitive performance compared
with existing state-of-the-art methods. Moreover, compared with
the baseline method that treats video segments equally, STAN
achieves significant improvements with an increase of the mean
average precision from 30.4% to 39.8% on the THUMOS2014
dataset, and from 31.4% to 35.9% on the ActivityNet1.3 dataset,
demonstrating the effectiveness of learning informative video
segments for temporal action localization.

Index Terms—Temporal Action Localization, Informative
Video Segments, Supervised Temporal Attention Network, At-
tention Mechanism.

I. INTRODUCTION

TEMPORAL action localization in untrimmed videos aims
to analyze whether a specific action occurs in videos

and determine the temporal boundaries (the start and the
times) of the action simultaneously. Although there have been
numerous studies conducted on temporal action localization
in untrimmed videos [1], [2], [3], [4], [5], achieving accu-
rate localization remains challenging owing to the cluttered
background, large variances of appearance and motion, and
low resolution. Moreover, the same action may occur several
times in a video and the durations of the action instances with
the same class may vary from a few seconds to a few minutes,
which further makes it extremely difficult to localize actions
in untrimmed videos.

To tackle these problems, many methods based on deep
neural networks have been proposed and have achieved re-
markable progress in temporal action localization, owing to
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the successes of deep learning on various visual tasks [6],
[7], especially on video analysis [8], [9], [10], [11]. Some
prominent methods [2], [12] resort to sliding windows to
produce temporal boundaries of actions and many other meth-
ods [13], [14], [15], [16] generate proposals as candidate ac-
tion instances for localization. These deep methods treat each
video segment equally within the sliding windows or proposals
and directly aggregate the video segments for temporal action
localization. In practice, different segments embody diverse
information in a video sequence. Some segments contain the
intrinsic motion and appearance of an action, which will play
a vital role in action localization. Taking a triple jump action
as an example, a jumping action segment is obviously more
important than other segments in localizing the triple jump
in a video because the jumping motion reflects the essential
characteristics of a triple jump. It is therefore necessary
to exploit the informative video segments to represent the
intrinsic motion and appearance information.

In this paper, we propose a novel method that exploits
informative video segments by learning video segment weights
for temporal action localization in untrimmed videos. The
learned weights represent the importance of the corresponding
video segments in recognizing actions and predicting temporal
boundaries, as shown in Fig. 1. We build a supervised temporal
attention network (STAN) that includes three modules, i.e., a
segment-level attention module, a feature-level attention mod-
ule, and a localization module. The segment-level attention
module is designed to dynamically learn the weights of video
segments by using a supervised attention mechanism. With the
learned weights, the segments are fed into a long short-term
memory (LSTM) model to capture the temporal relationships
between them. The feature-level attention module is intro-
duced to softly aggregate the static appearance and dynamic
motion features of each segment by computing the weights
of these two features. Through a cascade of the segment-
level attention module and feature-level attention module,
STAN exploits the informative video segments and generates
video representation with superior performance. Moreover, the
localization module is designed to classify the action classes
and determine the temporal action boundaries for the input
videos, consisting of a proposal generator and a classifier. The
proposal generator is used to identify the input video as either
a background proposal or an action proposal, and the classifier
is used to classify the action classes of the identified action
proposal. Finally, a non-maximum suppression (NMS) strategy
is employed to remove the videos with small classification
scores and produce the temporal boundaries of the action
instances. Fig. 2 shows the architecture of STAN.

The contributions of this paper are summarized as follows.
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Fig. 1. Illustration of using the proposed STAN to temporally localize an action in a video. An input video of any temporal length is split into a series of
segments with equal temporal lengths. STAN learns the weights of the segments, recognizes the action categories, and estimates the boundaries of the actions.

• We propose a novel method for temporal action local-
ization by exploiting informative segments in untrimmed
videos. These informative segments reflect the intrinsic
motion and appearance characteristics of actions, thus
contributes significantly to the action localization.

• We build a supervised temporal attention network (STAN)
to dynamically learn the weights of video segments
through a supervised attention mechanism for represent-
ing the importance of different segments.

• We design dual attention blocks to refine and encode
the features of local segments with consideration of
the global context information, where the first attention
block measures the local video segments and the second
attention block measures the globally context-aware video
segments.

• Experiment results on two challenging datasets of THU-
MOS2014 and ActivityNet1.3 demonstrating the effec-
tiveness of learning informative video segments for tem-
poral action localization.

II. RELATED WORK

A. Temporal Action Localization

Early methods of temporal action localization use sliding
windows to sample candidate video segments with multiple
temporal scales, and adopt classifiers to classify the segments.
Karaman et al. [17] proposed a saliency-based pooling method
to improve the fisher vector encoding [18] of the improved
dense trajectory (iDT) [19], and then fused the frame-level
CNN features for action classification. Wang et al. [20] fused
the features of iDT and CNN to design an action recognition
and detection system. They also used a post-processing method
to boost the localization performance. Xu et al. [21] extracted
CNN features and improved dense trajectories by using the
vector of a locally aggregated descriptor encoding method [22]

to recognize and localize the action in a video. Shou et al. [2]
built a three-stage framework for temporal action localization
with an overlap loss function. In [23], a multi-task learning
framework is proposed, which consists of three highly related
steps, i.e., generating action proposals, recognizing actions
and refining action localization. Zhao et al. [24] used a
structured temporal pyramid to model the temporal structure
of each action instance, where the context information of an
action instance is explored to generate features for temporal
action localization. These methods equally treat each video
segment within the sliding windows. By contrast, our method
dynamically learns the weights of video segments to discover
the informative segments that contain the intrinsic motion
and appearance information of actions for temporal action
localization.

Many recent studies have attempted to extract action pro-
posals from videos and classify the proposals into action
classes. Different aggregation methods have frequently been
used to combine representations of segments or frames in
a video for action localization by learning action prototypes
and actions jointly. Buch et al. [25] employed a temporal
segment network (TSN) [10] and a recurrent sequence encoder
to aggregate video segments for generating action proposals.
Gao et al. [13] used a cascaded boundary regression model
to produce class-agnostic proposals and detect specific actions
by using a pooling aggregation method. Xu et al. [14] applied
a region-based method to temporal action localization and
generated candidate temporal regions containing actions by
performing temporal convolutions. Based on the work of [14],
Chao et al. [26] improved receptive field alignment to exploit
the temporal context of actions for generating proposals and
classifying actions. Gao et al. [27] presented a temporal
unit regression network to classify actions and regress the
boundaries. Differing from these methods that treat each
video segment or frame equally within a video, our method
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Fig. 2. Architecture of STAN, which includes three modules: a segment-level attention module, a feature-level attention module, and a localization module. The
segment-level attention module learns the weights of video segments with dual attention blocks. The feature-level attention module combines the appearance
and dynamic features of each segment by computing the weights of these two features. Through a cascade of the segment-level attention module and the
feature-level attention module, STAN learns informative video segments. Moreover, the localization module is designed to classify action classes and determine
the temporal action boundaries for the input videos, including a proposal generator and a classifier.

dynamically learns the weight of each segment to effectively
eliminate the influence of the background and fully exploit
action informativeness in a video. Closely related to our
work, Buch et al. [28] used semantically constrained recurrent
memory modules to selectively the aggregate relevant context
for action localization. The one-way chained structure of the
recurrent memory module weighs the contributions of most
segments in the local context. In contrast, we design dual
attention blocks of the segment-level attention module to
learn the segment weights over the entire action video at the
same time, which is beneficial for exploiting each informative
segment with consideration of the global context for action
localization.

B. Attention Mechanism
Inspired by the successes of attention mechanisms in natural

language processing [29], [30], [7], many researchers have
applied attention mechanisms to computer vision. Mnih et
al. [31] first used the attention mechanism with recurrent
neural networks to locate the highlighted regions for image
classification. Ba et al. [32] proposed deep recurrent neural
networks trained with reinforcement learning and attention
mechanism to find the most relevant regions of an image for
object recognition.

Attention mechanisms have also been introduced to video
analysis [33], [34], [35], [36]. Wang et al. [33] presented
hierarchical attention networks to combine the spatial infor-
mation and temporal information for action understanding.

Shi et al. [37] used the attention-based LSTM to capture the
long-term dependence and find the salient portions. Nguyen et
al. [34] used the attention mechanism to find the background
or action segments for weakly supervised temporal action
localization. Li et al. [36] used the spatial and temporal
attention mechanism and fused the video features of multiple
modalities for action recognition. These methods use attention
mechanisms to capture more important parts, and then generate
a more discriminative representation for a video analysis
task. However, these methods calculate the attention weights
without regard to the temporal structure of the entire action
video, which may focus more on the importance of a single
part and ignore the context information of the entire action.
In contrast to existing attention-based methods, we use a
segment-level attention module to learn the weighted segments
when considering the temporal context over the entire action
video, which is beneficial for capturing correlations among
segments to represent intrinsic motion and appearance of an
action instance.

III. METHOD

A video is usually split into a series of segments with
equal temporal length to deal with actions with any tem-
poral length. A common strategy is to use average pooling
or max pooling on these segments to generate a feature
representation of the entire video from these segments for
temporal action localization. Feature encoding methods, such
as the fisher vector and the vectors of locally aggregated

Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on January 29,2021 at 06:54:34 UTC from IEEE Xplore.  Restrictions apply. 



1520-9210 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2021.3050067, IEEE
Transactions on Multimedia

4

1f

2f

0

1

Kf

0

2

0

K

1f
0

1 *

2f
0

2*

Kf
0 *K

LSTM

LSTM

LSTM

0

1h

0

2h

0

Kh

1

1

1

2

1

K

1f
1

1*

2f
1

2*

Kf
1 *K

LSTM

LSTM

LSTM

1

1h

1

2h

1

Kh

··· ··· ··· ··· ··· ··· ··· ··· ···      ···

MatMul

The First Attention Block The Second Attention Block

So
ftM

ax

0

1e

0

2e

0

Ke

1

1e

1

2e

1

Ke

So
ftM

ax

Fig. 3. Architecture of the dual attention blocks. fi represents the feature vector of the i-th segment. α0
i and α1

i denote the attention weights of the i-th
segment in the first and second attention blocks, respectively. h0i and h1i are the outputs of the corresponding LSTM blocks. The first attention block generates
the video representation h0k with context information that is used to select context-aware segments in the second attention block.

descriptors, are also extensively used in previous work to
generate video representations. Among these methods, the
video segments are usually treated equally without considering
their informativeness, and the temporal relationships between
segments have not been effectively investigated. Therefore, we
propose to exploit informative video segments to represent
the intrinsic motion and appearance information for temporal
action localization.

Encouraged by the successes of the attention mechanism
on various applications [38], [31], [39], [40], we build a
supervised temporal attention network (STAN) to exploit
the informative video segments by learning video segment
weights. As shown in Fig. 2, STAN includes three modules:
a segment-level attention module, a feature-level attention
module, and a localization module.

A. Segment-Level Attention Module

For the segment-level attention module, we design dual
attention blocks to refine and encode features of local segments
under consideration of global context information, where the
first attention block learns the the measurement of the universal
video segments and the second attention block learns the
measurement of the context-aware video segments, as shown
in Fig. 3. In each attention block, we use the long short-term
memory (LSTM) model to aggregate all weighted segments
for capturing the temporal relationships. Furthermore, we add
a supervised constraint to the second attention block to elim-
inate the influence of background segments. The supervised
constraint ensures that the learned weighted segments cover
the complete action durations.

1) First Attention Block: Given an input video v and its
action class label y, v is split into K non-overlap segments,
denoted by {s1, s2, · · · , sK}. Let {f1, f2, · · · , fK} be the
feature vectors of the segments and

{
α0
1, α

0
2, · · · , α0

K

}
be

the weights of the segments in the first attention block.
We build an attention layer that filters the feature vectors

{f1, f2, · · · , fK} by taking the inner product to obtain the
corresponding encodings

{
e01, e

0
2, · · · , e0K

}
by

e0t = u0> · ft, (1)

where u0 is the parameter of the first attention layer with the
same size of the feature vector, and ft refers to the feature vec-
tor of the t-th segment. Then the encodings

{
e01, e

0
2, · · · , e0K

}
are passed to a softmax operator to calculate the positive
weights

{
α0
t

}
with the constraint of

∑K
t=1 α

0
t = 1 by

α0
t =

exp(e0t )∑K
j=1 exp(e

0
j )
. (2)

Different from the existing attention models [14], [41],
[24] that use average pooling or a concatenation operation,
we aggregate the weighted segments using an LSTM model
to generate the video representations for capturing temporal
information. The weighted segments are calculated using
xt = α0

t ∗ ft, which are treated as the input of the LSTM
model. We calculate the last hidden state h0

K as the feature
representation of the input video by

h0
K = LSTM(α0

t ∗ ft,V0), (3)

where V0 refers to the set of parameters of the LSTM.
2) Second Attention Block: In the first attention block, the

process of calculating attention weights α0
t does not take the

context information into consideration. Intuitively, weighting
a video segment can benefit from other segments, where the
segments are often correlated but temporally separated. This
correlation reflects the informativeness of segments, which
may play an important role in action localization. Thus,
we introduce the second attention block to select context-
aware segments that are more discriminative. The weight of a
segment in the second attention block is learned by the current
segment representation fK and the entire video representation
h0
K , which takes the context information into consideration.
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Let u0 be the parameter of the first attention layer, and h0
K

be the learned feature representation, where h0
K is computed

by u0 using Eqs. (1)-(3). The parameter of the second attention
layer u1 is calculated using a transfer layer with the input h0

K :

u1 = tanh(W1h0
K + b1), (4)

where W1 and b1 are the weight matrix and the bias vector,
respectively, and tanh(x) = ex−e−x

ex+e−x imposes the hyperbolic
tangent nonlinearity. We replace u0 by u1, and then reuse
Eqs. (1)(2)(3) with another set of parameters to generate the
output of the second attention block h1

K . The parameters
{u0,V0,W1,b1,V1} are all trainable at the segment-level
attention module, where V0 and V1 indicate the parameters
of the LSTMs in the first and second attention blocks, respec-
tively.

3) Supervised Constraint: The segment-level attention
module with the dual attention blocks captures the informative
segments of an input video for action localization, but the
background segments in the sliding window are non-negligible
noises. The background segments usually have unique features
that may get a higher attention weight under the conventional
unconstrained method, however, they essentially contain less
action information. To eliminate these noises, we impose a
supervised constraint on the segment-level attention module
to filter out the background segments and retain the mean-
ingful action segments. According to the ground truth action
boundaries, we assign an “actionness” label to each segment
as the supervised information to guide the learning of the
segment weights. The “actionness” label represents whether
the segment contains an action frame or not. In practice, we
relax the supervised constraint in the learning progress to fully
exploit the ability of the attention mechanism. We use a multi-
class loss function as the supervised constraint to train the
attention module, as discussed in Section III-D.

Through supervised learning, the segment-level attention
module not only distinguishes the action segments from the
background segments, but also captures the informative seg-
ments covering the complete action in the input video for
action localization. The impact of useless segments will be
reduced to produce more effective representations.

B. Feature-Level Attention Module

In temporal action localization, appearance features from
each frame and motion features from each video are both
helpful to improve the localization accuracy. Thus, we extract
appearance feature fst and motion feature fmt of the t-th
video segment to describe a video from spatial and temporal
viewpoints, respectively, and build a feature-level attention
module to weigh multiple features for fusion.

Using the LSTM model in the segment-level attention mod-
ule, the learned appearance and motion feature representations
of an entire video are represented as hs

K and hm
K , respectively.

We introduce an attention layer to dynamically fuse the
appearance and motion features of the video. Specifically, the

attention layer with the trainable parameter q encodes the
feature hs

K and hm
K , and outputs gs and gm by

gs = q> · hs
K ,

gm = q> · hm
K .

(5)

The weights γs and γm of hs
K and hm

K are adaptively
computed with γs + γm = 1 by

γs =
exp(gs)

exp(gs) + exp(gm)
,

γm =
exp(gm)

exp(gs) + exp(gm)
.

(6)

The combined feature representation hK of the video v is
given by

hK = γs ∗ hs
K + γm ∗ hm

K . (7)

C. Localization Module

The localization module aims to infer action boundaries and
complete action classification. This module includes a proposal
generator and a classifier. The proposal generator generates
video proposals that contain action instances. The classifier
classifies the generated video proposal into a specific class.
There are a total of N + 1 classes, including the background
class and N action classes.

1) Proposal Generator: The proposal generator generates
potential proposal video clips with respect to the video repre-
sentation produced by sliding windows and outputs a binary
label to represent whether the generated proposal contains an
action instance. Moreover, we adopt the boundary regression
method [27] to accurately locate the boundary of the action.

We use sliding windows to construct videos of different
lengths. The representation hK of the video v is learned via the
segment-level attention module and the feature-level attention
module by hK = Attention(v). hK is then fed into the
proposal generator to output a binary score p and a relative
offsets {si, ei}. If p is larger than a threshold, the video v
in the sliding window is treated as an action proposal and its
boundary is adjusted by the {si, ei}, otherwise, it is treated
as the background. By applying the sliding windows with
different lengths, we get multiple videos and action proposals.
A soft non-maximum suppression (Soft-NMS) [42] is used to
eliminate highly overlapping for final action proposal sets.

The training samples are selected using the following strat-
egy. For the untrimmed videos, we only select segments from
the ground truth as positive samples. The negative samples
consist of background segments that are randomly sampled
from the background videos. The temporal Intersection-over-
Union (tIoU) between the training video and its ground truth
is the main criterion: (1) If the tIoU of the video is larger than
0.7, a positive label is assigned according to its action class;
(2) If the tIoU of the video is smaller than 0.3, we treat the
video as the background. We train the proposal generator with
a positive/negative ratio of 1:1.
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2) Classifier: After eliminating background videos using
the proposal generator, we train the classifier for N+1 classes.
Similar to the proposal generator, the classifier consists of two
separate fully connected layers to output action scores and a
relative offsets. Both the proposal generator and classifier are
built on the segment-level and feature-level attention modules
with the same structure but non-shared parameters. For train-
ing the classifier, we follow a similar training dataset construc-
tion strategy to the proposal generator. As the differences, (1)
we explicitly set the action class label y ∈ {1, 2, · · · , N} when
assigning a label for the positive training sample, and (2) we
train the classifier with a positive/negative ratio of 1:3.

D. Objective Function

The objective function of our network includes three parts:
the classification loss, the regression loss, and the supervised
attention loss. We use the softmax cross-entropy loss function
for classification and the smooth L1 loss function [43] for
regression. The supervised attention loss is used to train the
segment-level attention module such that the attention module
is able to effectively select the “actionness” information from
video segments containing actions. We treat the supervised
attention learning as a multi-class classification, and use the
sigmoid cross-entropy loss to constrain the attention module.

The classification loss is given by

Lcls =
1

Nt

∑
i

−yi ln(pi), (8)

where yi is a one-hot encoding label of the action class and
Nt denotes the batch size. pi is the prediction score that is
calculated by the proposal generator or classifier after the
softmax layer.

The regression loss is formulated as

Lreg =
1

Npos

∑
i

l∗i (‖si−s∗i ‖smooth
1 +‖ei−e∗i ‖smooth

1 ), (9)

where Npos stands for the number of positive samples in a
batch. si and ei are the predicted start and end offsets. s∗i
and e∗i are the ground truth start and end offsets, respectively.
‖ · ‖smooth

1 represents the smooth L1 loss function. l∗i is the
actionness label, that is, l∗i = 1 for positive samples, and l∗i =
0 for negative samples.

The supervised attention loss is expressed as

Lsat =
1

Npos

∑
i

1

Nseg

∑
j

l∗i

[
ysij ln

1

1 + exp (− log e1ij)

(10)

+ (1− ysij) ln
exp (− log e1ij)

1 + exp (− log e1ij)

]
,

where Nseg stands for the number of segments in each video.
ysij is the label of the j-th segment in the i-th training sample.
If the j-th segment contains any action frame, ysij is set to 1;
otherwise, ysij is set to 0. e1ij represents the attention encoding
of the j-th segment in the i-th training sample in the second
attention block. The supervised attention loss is utilized to
force the attention encoding to contain more “actionness”
information.

The overall objective function is defined as

L = Lcls + λ1Lreg + λ2Lsat, (11)

where λ1 and λ2 are the trade-off parameters. λ1 is set to 1.
For λ2, we set the initial value of λ2 to 0.95 and then decrease
its value with the iterations to relax the constraint. We find that
the best models are obtained when λ2 is multiplied by 0.95
after 1K iterations.

IV. EXPERIMENT

A. Datasets

To evaluate the effectiveness of our method, we conduct
experiments on two challenging datasets: THUMOS2014 [44]
and ActivityNet1.3 [45].

The THUMOS2014 dataset contains videos from 20
classes. Because the training subset is constructed by the
UCF101 dataset [46] which consists of many trimmed videos,
we use 200 and 213 annotated untrimmed videos from the
validation and test subsets for training and testing, respectively.
The validation subset consists of 3007 action instances and
the test subset consists of 3358 action instances. Each video
in the validation and test subsets contains more than 15 action
instances on average.

The ActivityNet1.3 dataset includes approximately 19994
videos with 200 classes. It is divided into three subsets:
a training subset of 10024 videos, a validation subset of
4926 videos and a test subset of 5044 videos. Each video
contains 1.5 action instances on average. Compared with the
THUMOS2014 dataset, the ActivityNet1.3 dataset is more
complex because the action instances in videos usually last
for more than 15s.

B. Evaluation Metric

We adopt a conventional evaluation strategy in the THU-
MOS Challenge and calculate the temporal Intersection over
Union (tIoU) with the ground truth. Localization is marked
as correct only when it has a correct action class prediction
and has a tIoU higher than a threshold. We report the mean
Average Precision (mAP) at different tIoU thresholds as the
evaluation metric. On the ActivityNet1.3 dataset, the tIoU
thresholds are set to {0.5, 0.75, 0.95}. On the THUMOS2014
dataset, the tIoU thresholds are set to {0.1, 0.2, 0.3, 0.4, 0.5}.

C. Experiment Setup

1) Implementation Details: We split the untrimmed video
into short segments with equal temporal length. The length
of video segments is set to 15 frames for the THUMOS2014
dataset and 75 frames for the ActivityNet1.3 dataset. To reduce
the computation cost and improve the training efficiency, we
set the maximum length of the sliding window to 32 segments
on the THUMOS2014 dataset and 64 segments on the Activ-
ityNet1.3 dataset. For the THUMOS2014 dataset, the sliding
window of 480 frames (32× 15 = 480) is able to completely
cover 98.9% of the action instances. For the ActivityNet1.3
dataset, a sliding window of 4800 frames (64 × 75 = 4800)
can completely cover 93.5% of the action instances. For the
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THUMOS2014 dataset, we only use the validation dataset to
train our proposed STAN. For the ActivityNet1.3 dataset, we
use the training set to train STAN and the validation dataset
for testing.

We extract the appearance and motion features of the
short segments using VGG-16 [47] and temporal segment
networks (TSN) [10], respectively. The TSN is constructed
by two convolutional neural networks: spatial stream Con-
vNets and temporal stream ConvNets, both of which adopt
a BN-Inception architecture [48]. The two-stream networks
are trained within multiple snippets in a video and then fused
by segmental consensus modules for action recognition, and
thus the extracted TSN features are more likely to represent
the dynamic motion information. In our study, the TSN is
trained by the ActivityNet1.3 dataset under the experiment
setup in [10]. Moreover, we need extra spatial features from
each single frame to enhance the performance of our model.
We adopt the VGG-16 network that takes a single 224× 224
RGB image as input, and train VGG-16 using the ILSVRC-
2012 dataset [6]. The feature extraction part of the VGG-16
and TSN is implemented by using the Caffe toolkit [49].

The outputs of the fc-4096 layer of the VGG-16 network
are treated as the appearance features of segments. For the
motion features, we follow the operation in [50] and extract
the 400-dimensional feature vectors from the TSN for every
five frames. All segment features are normalized using L2-
normalization. The segment scales are set to [1, 2, 3, 4, 5,
6, 8, 11, 16, 24, 32] on the THUMOS2014 dataset and [1,
2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 20, 24, 28, 32, 40, 56, 64]
on the ActivityNet1.3 dataset. The overlap segment of sliding
windows with different scales is set to [0, 1, 2, 3, 4, 5, 6, 8,
12, 16, 24] and [0.6, 1, 2, 3, 4, 5, 7, 8, 10, 12, 14, 16, 20, 24,
28, 32, 40, 48, 56] on the THUMOS2014 and ActivityNet1.3
datasets, respectively. We sample a single frame in the middle
of a segment to extract the VGG-16 feature for the segment.
We cascade the TSN features for every five frames of the
segment as the motion representation.

The VGG-16 and TSN features are fed into dual atten-
tion blocks of the same structure. Before the segment-level
attention module, we reduce the number of feature vector
dimensions to 1024 using a fully connected layer. In the
first attention block of dual attention blocks, the attention
weight α0

i is calculated from a 1024×1 fully connection layer
followed by a soft-max layer. Then α0

i is dot-multiplied by the
i-th segment. The number of dimensions of the hidden state in
the LSTM model of the first attention block is set to 1024. In
the second attention block, the number of dimensions of the
hidden state in the LSTM model is also set to 1024. The kernel
size of the feature fusion layer in the feature-level attention
module is set to 1024×1. The fused features are then utilized
for temporal action localization.

2) Post-processing: During the test procedure, we first
generate videos with different temporal lengths using sliding
windows. Then we use the proposal network in STAN to
remove the background videos and adjust the boundary of
positive samples according to the results of boundary re-
gression. These positive proposals may highly overlap with
each other, so we adopt soft non-maximum suppression (Soft-

TABLE I
RESULTS ON THE THUMOS2014 DATASET WITH VARIED TIOU

THRESHOLD α. WE USE THE MEAN AVERAGE PRESISION (MAP) (%) AS
THE LOCALIZATION RESULTS. THE TWO HIGHEST SCORES ARE

HIGHLIGHTED.

α
0.1 0.2 0.3 0.4 0.5

Handcrafted Features
Karaman et al. [17] 1.5 0.9 0.5 0.3 0.2
Wang et al. [20] 19.2 17.8 14.6 12.1 8.5
Oneata et al. [51] 39.8 36.2 28.8 21.8 14.3
Heilbron et al. [52] 36.1 32.9 25.7 18.2 13.5
Deep One-Stream Features
Shou et al. [2] 47.7 43.5 36.3 28.7 19.0
Yeung et al. [53] 48.9 44.0 36.0 26.4 17.1
Zhu et al. [12] 47.7 43.6 36.2 28.9 19.0
Buch et al. [28] - - 45.7 - 29.2
Xu et al. [14] 54.5 51.5 44.8 35.6 28.9
Qiu et al. [54] - - 48.2 42.4 34.2
Alwassel et al. [55] - - 51.8 42.4 30.8
Kong et al. [56] 54.7 53.0 48.5 41.3 32.5
Deep Two-Stream Features
Lin et al. [57] 50.1 47.8 43.0 35.0 24.6
Shou et al. [58] - - 40.1 29.4 23.3
Yuan et al. [41] 51.0 45.2 36.5 27.8 17.8
Dai et al. [59] - - - 33.3 25.6
Zhao et al. [24] 66.0 59.4 51.9 41.0 29.8
Gao et al. [13] 60.1 56.7 50.1 41.3 31.0
Liu et al. [16] - - 56.0 47.4 38.8
Zeng et al. [5] 69.5 67.8 63.6 57.8 49.1
STAN (ours) 56.9 55.7 52.8 47.5 39.8
STAN+PGCN (ours) 73.3 71.2 67.5 61.0 51.7

NMS) [42] to eliminate high overlapping. The threshold of
Soft-NMS is set to 0.8 for the ActivityNet1.3 dataset and 0.65
for the THUMOS2014 dataset. We keep the top-300 proposals
after Soft-NMS for action classification. Subsequently, the
classifier accepts these processed proposals to produce the
prediction scores and refine the temporal boundaries of the
action instances. Finally, we conduct a greedy non-maximum
suppression (Greedy-NMS) to remove redundant localization
results and set the overlap threshold of NMS to α−0.1 in this
paper, where α is the mAP threshold in the evaluation.

D. Results on THUMOS2014 Dataset

1) mAP Results: We report the comparison results between
our method and the state-of-the-art methods in Table I. From
Table I, we can observe the following: (1) STAN outper-
forms most existing methods especially when α is greater
than 0.3, which demonstrates that our method localizes the
action boundaries with higher accuracy in more difficult sit-
uations. (2) When using an extra proposal post-processing
method PGCN that has been employed by [5], our method
(STAN+PGCN) can achieve the state-of-the-art result with
an mAP of 51.7% (α = 0.5). (3) Compared with existing
methods using handcrafted features, our network can produce
more discriminative video representations with the attention
mechanism. (4) Compared with methods using deep one-
stream features, our method still performs better than them
in most cases. Concretely, STAN outperforms RNN-based
methods [53], [28], [54], because it effectively couples the
attention mechanism and the LSTM model in dual attention
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… …
Ground Truth: 42.3s 46.7s

Background Background

Prediction: 42.2s 47.1s

BasketballDunk

Ground Truth: 7.9s 8.5s

Prediction: 7.8s 8.4s

… …
Background CricketShot Background

…
Background HighJump Background

…

Ground Truth: 154.0s 163.2s

163.0sPrediction: 152.7s

Fig. 4. Prediction results of three action instances on the THUMOS2014 test dataset. The ground truth and prediction results are shown below the image
sequences. The three action classes are “BasketballDunk”, “CrieckShot” and “HighJump”.

TABLE II
AVERAGE PRECISION (AP)(%) FOR EACH CLASS OF TEMPORAL ACTION

LOCALIZATION ON THE THUMOS2014 DATASET. WE SET THE OVERLAP
THRESHOLD α TO 0.5 FOR EVALUATION. THE TWO HIGHEST SCORES ARE

HIGHLIGHTED.

Method [51] [53] [2] [14] STAN
BaseballPitch 8.6 14.6 14.9 26.1 18.7
BasketballDunk 1 6.3 20.1 54.0 52.6
Billiards 2.6 9.4 7.6 8.3 10.9
CleanAndJerk 13.3 42.8 24.9 27.9 42.7
CliffDiving 17.7 15.6 27.5 49.2 71.3
CricketBowling 9.5 10.8 15.7 30.6 18.1
CricketShot 2.6 3.5 13.8 10.9 15.9
Diving 4.6 10.8 17.6 26.2 36.3
FrisbeeCatch 1.2 10.4 5.1 20.1 2.2
GolfSwing 22.6 13.8 18.2 16.1 32.7
HammerThrow 34.7 28.9 19.1 43.2 62.4
HighJump 17.6 33.3 20 30.9 59.6
JavelinThrow 22 20.4 18.2 47.0 68.3
LongJump 47.6 39.0 34.8 57.4 88.7
PoleVault 19.6 16.3 32.1 42.7 83.0
Shotput 11.9 16.6 12.1 19.4 32.0
SoccerPenalty 8.7 8.3 19.3 15.8 13.5
TennisSwing 3 5.6 19.4 16.6 18.1
ThrowDiscus 36.2 29.5 24.4 29.2 46.7
VolleyballSpiking 1.4 5.2 4.6 5.6 22.2
mAP 14.4 17.1 19.0 28.9 39.8

blocks and exploits the informative video segments for tempo-
ral modeling of the entire video to further enhance the action
localization. (5) STAN also performs better than the state-
of-the-art methods using deep two-stream features [13], [54],
[56]. These methods usually use average pooling or concate-
nation operations to generate final video representations. This
proves that the two-stream features of our method are more
descriptive and discriminative by learning weighted video
segments, which benefits for temporal action localization.

Table II shows the comparison results of the per-class AP

between our method and existing approaches [51], [53], [53],
[14] on the THUMOS2014 dataset. It is interesting to notice
that our method achieves improvements on some challenging
classes such as “CliffDiving”, “LongJump” and “PoleVault”,
and performs more stable on different action classes. The
results of our method are not ideal for locating the action of
“FrisbeeCatch”, probably because there are fewer differences
between the action and background of “FrisbeeCatch”. In other
words, the “FrisbeeCatch” action has no clear decomposition
structure, and our segment-based method can not accurately
predict the action boundary.

2) Qualitative Results: Fig. 4 shows some examples of the
prediction results on the THUMOS2014 dataset, i.e., “Bas-
ketballDunk”, “CricketShot”, and “HighJump”. Several video
frames are sampled from video segments to represent the entire
action instance. The temporal boundary of each localized ac-
tion instance is measured in seconds. Each prediction duration
with the highest classification score is associated with the
nearest ground truth annotation. We observe that the temporal
boundary of actions estimated by our method has a high tIoU
with the corresponding ground truth. For the examples of
“BasketballDunk” and “CricketShot”, our method accurately
localizes the action instance. For the “HighJump” example, the
start of the predicted action is slightly earlier than the ground
truth because it is difficult to determine the boundary between
the preparation and the start of the “HighJump”. In Fig. 5, we
also show several segment snapshots along with their attention
weights of the second attention layer. As shown in Fig. 5
(b), the video segments in the middle columns represent the
important sub-actions of cliff diving, the weights of which
are obviously larger than those of other segments. This means
that the segments in the middle columns are more informative
than the other segments, which is also in line with human
perception.
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(a) Clean And Jerk
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0.011 0.003 0.027 0.032 0.030 0.026 0.033 0.029 0.015 0.016

0.034 0.028 0.036 0.028 0.029 0.022 0.017 0.029 0.022 0.024

32个attention weight经过了softmax层归一化，每一个都比较小，但是
相对大小可以看出attention到关键（或者说更有判别力的）segment，
左上角是C3D的attention，右上角是vgg的attention

(b) Cliff Diving
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0.018 0.025 0.020 0.024 0.018 0.023 0.023 0.024 0.020 0.017

0.011 0.003 0.027 0.032 0.030 0.026 0.033 0.029 0.015 0.016

0.034 0.028 0.036 0.028 0.029 0.022 0.017 0.029 0.022 0.024

32个attention weight经过了softmax层归一化，每一个都比较小，但是
相对大小可以看出attention到关键（或者说更有判别力的）segment，
左上角是C3D的attention，右上角是vgg的attention

(c) ThrowDiscus
Fig. 5. Typical examples showing the weights of segments in the segment-level attention module on the THUMOS2014 dataset. The action classes are (a)
“Clean And Jerk”, (b) “Cliff Diving”, and (c) “ ThrowDiscus”. We only display 5 segments of each video clip and each segment is represented by only one
frame. The values on the top-left of each frame represent the weights of each segment with the motion features. The values on the top-right of each frame
represent the weights of each segment with the appearance features.

E. Results on ActivityNet Dataset

1) mAP Results: We also compare STAN with the existing
methods on the more complex ActivityNet1.3 dataset with
various action lengths. From Tables I and III, we can see that
our method does not perform as well on the ActivityNet1.3
dataset as it does on the THUMOS2014 dataset compared with
several existing methods [59], [58], probably due to that the
segment length on the ActivityNet1.3 dataset is much longer
than that on the THUMOS2014 dataset (75 frames versus
15 frames), and thus our segment-level sliding window-based
method may regress unclear frame-level action boundaries on
the ActivityNet1.3 dataset. Specifically, both our method and
the work of [59] adopt segment-level sliding windows, so
our method achieves comparable results compared with the
method of [59] on the ActivityNet1.3 dataset at thresholds
of 0.5 and 0.75. Our method performs slightly worse than the
approach of [59] at a threshold of 0.95, probably due to that the
method of [59] uses an extra longer context window to ensure
that the boundaries of long action instances are captured.
Our method performs slightly worse than [58], because the
method of [58] conducts frame-level predictions rather than
segment-level predictions to generate proposals, which is more
suitable for action localization on the ActivityNet1.3 dataset.
Nevertheless, our method yields a higher mAP at a threshold of
0.95 than the method of [58], which indicates that our method
locates the action boundaries more accurately especially on the
more difficult scenarios. Furthermore, although the average
mAP of our method is 4% worse than that of [58] on
the ActivityNet1.3 dataset, our method achieves a significant
improvement over the method of [58] on the THUMOS2014
dataset, and the mAP at the threshold of 0.5 has increased

TABLE III
TEMPORAL ACTION LOCALIZATION RESULTS (MAP) (%) ON THE

ACTIVITYNET1.3 DATASET. THE TWO HIGHEST SCORES ARE
HIGHLIGHTED.

Model α = 0.5 α = 0.75 α = 0.95 Average
Singh et al. [61] 34.5 - - -
Li et al. [62] 30.4 - - -
Shou et al. [58] 45.3 26.0 0.2 23.8
Xu et al. [14] 26.8 - - 12.7
Dai et al. [59] 36.4 21.1 3.9 -
STAN (ours) 35.9 21.3 1.7 19.8

from 23.3% to 39.8%.
2) Qualitative Results: In Fig. 6, we provide several local-

ization results on the ActivityNet1.3 dataset, and in Fig. 7, we
provide some segment snapshots with the attention weights
of the second attention layer. These weights reflect the im-
portance of different segments for action classification and
localization. For example, in Fig. 7 (c), we observe that a
person is playing guitar and there is no obvious difference
among these segments, so their weights are almost the same.

F. Additional Evaluations

1) Ablation Study: Table IV shows the efficacy of different
individual components on the action localization. “VGG”
indicates that only VGG features are fed into the segment-level
attention module to generate the final video representation for
action localization, where the feature-level attention module is
removed. “TSN” indicates that the VGG features are replaced
by the TSN features and other experiment settings are the
same as “VGG”. “w/o attention” means the removal of the
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… …
Ground Truth: 17.6s 22.7s

Background Background

Prediction: 17.4s 22.1s

Shaving

Ground Truth: 64.0s 68.3s

Prediction: 64.2s 68.5s

… …
Background Doing Karate Background

…
BackgroundBackground Playing Saxophone

…

Ground Truth: 9.3s 23.1s

22.9sPrediction: 9.0s

Fig. 6. Prediction results of three action instances on the ActivityNet 1.3 validation dataset. The ground truth and the prediction results are shown below the
image sequences. The three action classes are “Shaving”, “Doing Karate” and “Playing Saxophone”.

attention mechanisms, where all weights {α0
t , α

1
t , γs, γm|t =

1, 2, · · · ,K} are set to a fixed value of 1 during training and
testing. “w/o feature-level attention” refers to the removal of
the feature-level attention module, and “w/o second attention”
indicates the removal of the second attention block in the
segment-level attention module. “w/o supervised attention”
indicates that the supervised attention loss Lsat is removed
during training. “w/o relaxation” denotes that the attention
weights are totally optimized in a supervised way without
relaxing the supervised attention loss in Eq. (11). It means
that only segments containing “actionness” are focused on
and background segments are ignored, where λ2 in Eq. (11)
is fixed to 0.95 and is no longer decreased during training.
“w/o LSTM” denotes replacing the LSTM models by weighted
average pooling after attention modules, where Eq. (3) is
changed into h0K = 1

K

∑
t(α

0
t ∗ ft).

It is interesting to observe that: (1) The motion information
and the appearance information of videos are complementary.
Both the TSN and VGG features can contribute to producing
informative features with video segments. Moreover, the TSN
feature is more effective than the VGG feature for action
localization of videos. (2) The attention mechanism is useful
in generating informative features of videos for temporal
action localization, with the mAP gains of 9.4% and 4.5% on
the THUMOS2014 and ActivityNet1.3 datasets, respectively.
(3) When TSN and VGG features are treated equally (“w/o
feature-level attention”), the experiment results are even worse
than that only using TSN features, possibly because the VGG
feature misleads the action localization in certain cases. There-
fore, it is useful to use feature-level attention to dynamically
weigh different features. (4) The experiment results of “w/o
second attention” also show the effectiveness of learning the
measurement of globally context-aware video segments . (5)
The supervised attention learning can benefit from discarding

TABLE IV
TEMPORAL ACTION LOCALIZATION RESULTS (MAP) (%) OF DIFFERENT

COMPONENTS OF STAN (α = 0.5).

THUMOS2014 ActivityNet1.3
VGG 29.1 26.5
TSN 35.4 32.3
w/o attention 30.4 31.4
w/o feature-level attention 34.4 28.5
w/o second attention 36.0 34.2
w/o supervised attention 37.2 33.6
w/o relaxation 38.6 33.3
w/o LSTM 31.9 27.7
STAN (ours) 39.8 35.9

the negative segments and the relaxation can improve the
performance of the attention mechanism. (6) The performance
of “w/o LSTM” degrades, showing the effectiveness of the
LSTM models in aggregating temporal information.

2) Evaluation of Different Segment Lengths: The lengths of
video segments will influence the overall performance, because
we use segment-level feature vectors for frame-level boundary
regression. We conduct experiments to compare the results
of different segment lengths on the THUMOS2014 dataset,
as shown in Table V. When the segment length is set to 15
frames, our method achieves the highest mAP at a threshold
of 0.5. A possible reason for this is the longer segments fail-
ing to locate accurate frame-level action boundaries whereas
shorter segments can not cover most action instances on the
THUMOS2014 dataset.

3) Evaluation of Different Thresholds of NMS: We an-
alyze the impact of the non-maximum suppression (NMS)
on the boundary finding of our proposal generator. Table VI
shows the performance of the proposal generator in terms of
different thresholds of Soft-NMS and Greedy-NMS on the
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(b) Javelin Throw
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(c) Playing Guitarra
Fig. 7. Typical examples showing the weights of segments in the segment-level attention module on the ActivityNet1.3 dataset . The action classes are (a)
“Plataform Diving”, (b) “Javelin Throw”, and (c) “ Playing Guitarra”. We only display 5 segments of each video clip and each segment is represented by
only one frame. The values at the top-left of each frame represent the weights of each segment with the motion features. The values at the top-right of each
frame represent the weights of each segment with appearance features.

TABLE V
TEMPORAL ACTION LOCALIZATION RESULTS (MAP) (%) OF DIFFERENT

SEGMENT LENGTH (FRAMES) (α = 0.5) ON THE THUMOS2014 DATASET.

Segment Length 10 15 30 45 60
mAP 38.2 39.8 36.8 34.5 33.7

TABLE VI
TEMPORAL ACTION PROPOSAL GENERATION RESULTS (AR@100) (%)

OF DIFFERENT THRESHOLDS OF NMS ON THE ACTIVITYNET1.3 DATASET.

Threshold 0.2 0.4 0.6 0.8 1.0
STAN+Soft-NMS 71.7 72.6 73.9 74.4 70.9

STAN+Greedy-NMS 71.0 71.3 71.5 71.7 70.9

ActivityNet1.3 dataset, where the threshold of 1 means that the
NMS is not used. We use the conventional average recall with
100 proposals (AR@100) [50] to evaluate the performance of
the proposal generator. We observe that Soft-NMS performs
better than Greedy-NMS, and the best result is achieved when
the threshold is set to 0.8.

4) Speed Comparison: As shown in Table VII, we make a
comparison of the inference speed. We choose two segment-
level sliding window-based methods [2], [63] and two frame-
level proposal-based methods [58], [14] for comparison, and
the inference speed is directly copied from their original pa-
pers, except for the speed of S-CNN [2] is reported from [63].
Our method achieves a rate of 203 FPS using a single NVIDIA
GTX1080Ti GPU with a pre-trained TSN and VGG features,
and is faster than the segment-level sliding window-based
methods [2], [63] that use an end-to-end method to process

the original high-dimensional video data. Our method is slower
than the frame-level proposal-based methods [58], [14] that
perform fully convolutional operations on the frame level,
probably due to the recurrent architectures of the LSTMs for
segment-level prediction.

TABLE VII
COMPARISON OF THE ACTION DETECTION SPEED.

Method FPS

Segment-Level S-CNN [2] 60
DAP (TiTan X) [63] 135

Frame-Level
CDC (TiTan X) [58] 500

R-C3D (TiTan Xm) [14] 569
R-C3D (TiTan Xp) [14] 1030

Ours (1080Ti) 203

5) Weight Analysis of Different Features: As shown in
Table VIII, we compare the mean and standard deviation (std.
dev.) of the weights of different features γs and γm in Eq. (6)
On both the THUMOS2014 and ActivityNet1.3 datasets, the
mean value of γs is much smaller than that of γs, and their
std. dev. values are small. This indicates that in most cases,
the importance of motion features (TSN) is much greater than
the static features (VGG) for action localization, which is
consistent with the results of our ablation study.

6) DETAD Analysis: To further evaluate our method, we
conduct the DETAD analysis [64] on the THUMOS2014
dataset, including false positive analysis, average-mAPN sen-
sitivity, and false negative analysis.
False Positive Analysis. Fig. 8 (a) shows the false positive
profiles and the impact of error types on the average-mAPN

of our method. We observe that the true positive rate is high in
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TABLE VIII
THE MEAN AND STD. DEV. OF γs AND γm ON THE THUMOS2014 AND

ACTIVITYNET1.3 DATASETS

Method THUMOS2014 ActivityNet1.3
mean std. dev. mean std. dev.

γs 0.129 0.029 0.095 0.011
γm 0.871 0.029 0.905 0.011
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Fig. 8. Illustration of the three types of analyses of the diagnostic tool on
the THUMOS2014 dataset. (a) The false positive profiles of our methods and
the impact of error types on the average-mAPN (0.5 tIOU). (b) The average-
mAP of our method for different characteristics and the sensitivity profile.
The dashed line is the overall performance. (c) The average false negative
rate of our method for characteristics of the coverages, lengths, and numbers
of instances.

the top-1G and top-2G predictions, meaning that our method
scores are higher on the true predictions and lower on the
wrong predictions. This verifies that our method achieves
good action localization results with fewer predictions. The
background error of our method is high, mainly because we
retain more sliding windows for higher recall rates when
performing action proposals. The impact of the error types on
the average-mAPN shows that eliminating more backgrounds
and regressing action boundaries more accurately are two
important ways to improve the performance of our method.

Average-mAPN Sensitivity. Fig 8 (b) shows the sensitivity
of our method mAPN (0.5 tIoU) to the action characteristics
of the coverages, lengths, and numbers of instances. The
dashed line represents the overall performance. We find that
our method achieves a higher mAP on the small (S) and
medium (M) durations of videos as well as for the lengths
of action instances. The sensitivity profile also shows that the
performance of our method is related to the length of the
video and the length of the action instances, probably because
our method adopts segment-level LSTMs to aggregate sliding
windows, which may be highly influenced by the temporal
information. It is interesting to notice that our method does
not show a strong sensitivity to the characteristic of the total
number of instances in videos, which verifies that our method
can effectively find multiple instances for each video.
False Negative Analysis. Fig. 8 (c) illustrates the false
negative rate for three pairs of characteristics. The results are
inverse to those of the average-mAPN sensitivity shown in
Fig. 8 (b), and our method prefers to find multiple instances
per video.

V. CONCLUSIONS

We have presented a novel method of exploiting informative
video segments by learning segment weights for temporal
action localization in untrimmed videos. The learned weights
can effectively capture the informativeness of video seg-
ments to represent the intrinsic motion and appearance of
an action. The method is implemented through a supervised
attention temporal network (STAN) consisting of a cascade
attention module for temporal action localization. With the
supervision of “actionness” information, the segment-level
attention module can dynamically learn the weights of video
segments to represent their contributions to action localization.
The feature-level attention module can learn the weights of
multiple segment features for combinations to further boost the
localization performance. Extensive experiments on commonly
used public datasets show the superior performance of STAN
for temporally localizing actions in untrimmed videos. We
believe that STAN is a general solution for capturing the
intrinsic motion and appearance information in videos, and
in the future, we plan to apply it to other video analysis tasks.
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