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Abstract— Partial domain adaptation aims to transfer knowl-
edge from a label-rich source domain to a label-scarce target
domain (i.e., the target categories are a subset of the source
ones), which relaxes the common assumption in traditional
domain adaptation that the label space is fully shared across
different domains. In this more general and practical scenario
on partial domain adaptation, a major challenge is how to
select source instances from the shared categories to ensure
positive transfer for the target domain. To address this problem,
we propose a domain adversarial reinforcement learning (DARL)
framework to progressively select source instances to learn
transferable features between domains by reducing the domain
shift. Specifically, we employ a deep Q-learning to learn policies
for an agent to make selection decisions by approximating the
action-value function. Moreover, domain adversarial learning is
introduced to learn a common feature subspace for the selected
source instances and the target instances, and also to contribute
to the reward calculation for the agent that is based on the
relevance of the selected source instances with respect to the
target domain. Extensive experiments on several benchmark
data sets clearly demonstrate the superior performance of our
proposed DARL over existing state-of-the-art methods for partial
domain adaptation.

Index Terms— Adversarial learning, partial domain adapta-
tion, reinforcement learning.

I. INTRODUCTION

IN THE machine learning community, deep learning has
achieved great success in a wide variety of tasks and appli-

cations, owing to abundant labeled training data. However, it is
time consuming and labor intensive to collect and annotate a
large number of data. Thus, domain adaptation is proposed to
leverage the labeled data from a different but related domain
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(source domain) to boost the performance on an unlabeled but
interested domain (target domain). It has been widely used
in many research fields, such as natural language processing
[1]–[5], object classification [6]–[8], action recognition
[9], [10], person re-identification [11]–[15], video analysis
[16]–[19], and so on. The core idea of domain adaptation
is reducing the domain shift between the source and target
domains [20].

To reduce the domain shift, many domain adaptation
methods learn domain-invariant features by matching statistic
moments of different domains [7], [8], [21], [22], utilizing
domain adversarial networks [23]–[26], and integrating a batch
normalization layer into networks [27]–[30]. However, all
these methods assume that the label spaces between the source
and target domains are the same. But in real applications,
it is hard to hold the assumption of shared label space since
sometimes there is no class label in the target domain and
the classes of the target domain are unknown. To relax the
shared label space assumption, a novel learning paradigm,
called partial domain adaptation, is proposed where the label
space of the target domain is a subspace of the label space
of the source domain. This makes partial domain adaptation
more general and practical with growing attention. The classes
shared between the source and target domains are defined as
shared classes, and the classes only in the source domain but
not in the target domain are defined as outlier classes.

Due to the mismatch of label spaces between the source
and the target domains in partial domain adaptation, directly
aligning the data distributions between different domains
[7], [31], [32] will lead to a negative transfer. To address
this problem, several existing methods resort to improving
the importance of source instances in the shared classes
and reducing the importance of source instances in the
outlier classes. For example, Zhang et al. [33] apply a
two-domain classifier to learn the weights of source instances.
In [34] and [35], the weights of source instances are deter-
mined by the class probability distribution of target instances
based on their prediction scores obtained from the source
classifier. Cao et al. [36] designs a weighting scheme to
quantify the transferability of source instances based on the
decision scores of a domain classifier.

Motivated by the successes of these works, in this article,
we select source instances in the shared classes and use them
as anchors to learn an adaptive classifier for the target domain.
Since there is no available label in the target domain, it is
nontrivial for us to perform the source instance selection.
Unlike some existing works which select source instances
based on pseudolabels [33]–[36], we formulate the selection
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of source instances as a Markov decision process and employ
a reinforcement learning paradigm to automate the selection
procedure. Specifically, selections are taken via a sequence of
actions that are determined by both the immediate reward and
future rewards. This makes the selections globally optimized
and outperforms the selections based on pseudolabels at the
instance level in existing works. Furthermore, with the superior
exploration ability of reinforcement learning, the selection
policies are searched in a wider solution space. We term
our solution as domain adversarial reinforcement learning
(DARL), which couples deep Q-learning with domain adver-
sarial learning [31]. The deep Q-learning learns policies for
selecting source instances in the shared classes via rewards that
are defined by the relevance of source instances to the target
domain. The domain adversarial learning learns the common
feature space of the selected source instances and the target
instances and simultaneously calculates the relevance of the
selected source instances to the target domain for providing
rewards to the agent.

Specifically, a deep Q-learning network (DQN) is built to
approximate an action-value function to help the agent make
selection policies, which takes agent state as input and outputs
values of different agent actions. The actions are correspond-
ing to source instances that are ready to be selected, and the
states are represented by the feature vectors of those source
instances. At each time step, according to the output values of
the DQN, the agent takes action to select the corresponding
source instance. The reward of this action is defined by the
relevance of the selected source instance to the target domain
that is measured by the data distribution difference between the
selected source instance and the target domain in the common
feature space. After executing this action, the current state is
updated by filtering out the selected source instance. Then,
the reward of this action and the updated state are fed back to
the agent for updating the DQN and making the next selection.

After several selections, the selected source instances and
the target instances are used for updating the domain adver-
sarial learning network to learn the common feature subspace.
The domain adversarial learning network consists of a feature
extractor (generator) and a domain classifier (discriminator).
The domain classifier aims to distinguish the source domain
from the target domain, and the feature extractor tries to
confuse the domain classifier to make the features as indistin-
guishable as possible. By taking advantage of such min–max
game, the domain shift can be significantly reduced when
the domain classifier is maximally confused. The decision
score of the domain classifier reflects the data distribution
difference between the selected source instances and target
domain, which is served to measure the relevance of the
selected source instance to the target domain. Furthermore,
a classifier is trained on the selected source data and adapted
well to the target domain, which takes the features in the
common feature spaces as input and outputs the prediction
of class label.

We propose an iterative optimization algorithm to jointly
train a DQN and a domain adversarial learning network
in an end-to-end manner. The domain adversarial learning

network guides the agent to learn the right selection policy
by providing rewards to avoid the negative transfer, and in
return, the optimal source subset discovered by the Q-learning
network enables the domain adversarial learning network to
learn a common feature space for facilitating the positive
transfer.

The main contributions are summarized as follows.
1) We propose a novel DARL framework for partial domain

adaptation. With superior exploration ability of rein-
forcement learning and good performance of domain
adversarial learning on the domain shift reduction,
DARL is able to automatically select meaningful source
instances from the shared categories and simultaneously
learn transferable features between different domains.

2) We design a novel reward function based on domain
adversarial learning, which guides the agent to learn
suitable selection policies by considering the relevance
of the selected source instances with respect to the target
domain.

3) Evaluations on various benchmark data sets clearly
show that DARL achieves superior results compared
with existing state-of-the-art methods for partial domain
adaptation.

II. RELATED WORK

A. Partial Domain Adaptation

Existing partial domain adaptation methods focus on
up-weighting source instances in the shared classes.
Cao et al. [34] introduces multiple domain classifiers for
fine-grained adaptation, where the class probabilities of each
instance modeled by the source classifier are used as the
weights for domain classifiers. Cao et al. [35] extend the
domain adversarial network [31] by learning the weights of
source classes and source instances, where the weights are
computed with the class probability of target data predicted
by the source classifier. In [33], two domain classifiers are
introduced to learn the domain-invariant features by calcu-
lating the weights of source instances with the predicated
domain scores. Cao et al. [36] introduced an Example Transfer
Network (ETN) for partial domain adaptation, where a weight-
ing scheme is designed to quantify the transferability of source
examples.

Rather than learning weights of source instances in those
methods, our method introduces reinforcement learning to
select source instances in the shared classes according to
sequential decisions of the agent.

B. Reinforcement Learning

Reinforcement learning [37] has achieved significant suc-
cess in many fields such as robot controlling [38] and machine
gaming [39], [40]. In computer vision, reinforcement learn-
ing also has wide applications, including video captioning
[41]–[45], action recognition [46], [47], object tracking
[48]–[51], object detection [52]–[56], and one shot learn-
ing [57]. Wang et al. [43] designs a novel hierarchical rein-
forcement learning network, where a high-level agent learns
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Fig. 1. Framework of our DARL. Deep Q-learning is used to learn policies for selecting source instances in the shared classes. A DQN approximates
the action-value function, and then the agent selects one instance according to the estimated Q value. The reward is determined by how relevant the source
instances are to the target domain measured by the domain adversarial learning. After n selections, (i.e., obtaining a selected set with n source instances),
both the selected set and the target data set are used to learn domain-invariant features via domain adversarial learning.

to design subgoals, and a low-level agent learns to fulfill the
subgoal. In [49], each object is considered as an agent, and the
optimal tracked results are exploited by the collaborative inter-
actions of different agents via the decision network. Pirinen
and Sminchisescu [56] design a reinforcement learning-based
region proposal network to leverage class-specific informa-
tion and context information for multiple object detection.
Dong and Xing [57] introduces a policy network to estimate
the similarity of the input target image to all source images to
optimize the sampling policy in one-shot learning.

Different from the aforementioned works, we apply rein-
forcement learning to partial domain adaptation, where the
agent takes actions to select source instances in the shared
classes for improving positive transfer.

C. Domain Adversarial Learning

Generative adversarial networks (GANs) [58] have been
widely used in domain adaptation [23]–[26], [59] and
are usually implemented by training a domain classifier
(discriminator) and a feature extractor (generator) in an adver-
sarial manner, denoted as domain adversarial learning. Specifi-
cally, in [24], a feature extractor and a domain predictor play a
max–min game to learn domain-invariant features between the
source and target domains. Generate To Adapt (GTA) [26] pro-
poses a GANs-based method to learn an embedding that is
robust to the domain shift. Adversarial Discriminative Domain
Adaptation (ADDA) [23] first learns a discriminative feature
representation with the labeled source data and then maps
the target data to the same space by a domain adversarial
loss. Pei et al. [25] designed multiple domain classifiers to
capture multimode structures for avoiding the mismatch of
categories. In [59], the attention mechanism is utilized to
learn the weights of multiple regions of images with multiple
region-level domain classifiers.

In this work, we use adversarial learning to train a novel
domain classifier that not only captures the domain infor-
mation but also preserves the class information of source
domain, due to that the classes in source and target domains
are different and the domain classifier should take into account
of the class information.

III. DOMAIN ADVERSARIAL REINFORCEMENT LEARNING

A. Problem Definition

For the partial domain adaptation in an unsupervised
scenario, we are given a labeled source domain Ds =
{(xs

i , ys
i )|Ns

i=1} drawn i.i.d from the source distribution p(x)

with ys
i ∈ Ys and an unlabeled target domain Dt = {x t

j |Nt
j=1}

drawn i.i.d from the target distribution q(x). Ns and Nt are
the numbers of instances in the source and target domains,
respectively. The target class label space Yt is a subspace of
the source class label space Ys , i.e., Yt ⊂ Ys . The classes
in Ys but not in Yt are denoted as outlier classes and source
instances in the outlier classes are denoted as outlier source
instances for short. The common classes in Ys and Yt are
denoted as shared classes. The data distributions of source
and target domains are different, i.e., p(x) �= q(x).

The task of partial domain adaptation is to reduce the
difference between p(x) and q(x). Due to the mismatch of
Ys and Yt , directly matching p(x) with q(x) is easily prone
to a negative transfer. Thus, we should filter out outlier source
instances and then reduce the domain shift between the optimal
subset of the source domain and the target domain. This
problem is formulated as learning an optimized subset D̂s of
the source domain Ds , expressed as

D̂s = G(Ds,Dt )

s.t. D̂s ⊂ Ds (1)

where G represents a selection function that selects source
instances with the class labels ys

i ∈ Yt to construct the optimal
subset of source domain D̂s . With this in mind, we propose a
DARL framework that couples reinforcement learning with
domain adversarial learning. The reinforcement learning is
applied to learn a selection function G for obtaining D̂s and the
domain adversarial learning is utilized to reduce the domain
shift between D̂s and Dt simultaneously.

B. Network Overview

The architecture of our DARL is shown in Fig. 1, which
includes a DQN and a domain adversarial learning network.
DQN approximates the action-value function by learning
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a mapping from agent state to action value, and the action
value is determined by the immediate reward of the action and
the future rewards. The domain adversarial learning network
aims to reduce the domain shift between the optimal subset
of the source domain and the target domain, which consisting
of a feature extractor, a domain classifier, and a classifier. The
reward for the agent is computed by the domain classifier in
the domain adversarial learning network. DQN and the domain
adversarial learning network are optimized in an end-to-end
learning manner. The reward of the agent in DQN comes from
the output of the domain classifier in the domain adversarial
learning network, while the selected instances by the agent
are used to train the domain adversarial learning network in
return.

C. Deep Q-Learning

The deep Q-learning is applied to learn policies for selecting
source instances in the shared classes. We define a candidate
set Dc that consists of source instances to be selected and
is initialized as the randomly sampled instances from the
source domain, and a selected set De that is constructed by
the selected source instances and initialized to empty. At time
step t , the agent takes an action at according to the Q value
Q(st , a) estimated by DQN with the state st as input. The
action at is equivalent to selecting the corresponding instance
from the candidate set Dc and moving it to the selected set De.
The reward Rt of action at and the next state st+1 are sent to
the agent for the next selection. This is one selection process
of the agent. In each episode of deep Q-learning, the agent
makes several selections until it reaches the terminal state on
the candidate set.

1) State: At the initial stage of an episode, given the
candidate set Dc = {(xc

i , yc
i )|Nc

i=1} with Nc instances and the
initial selected set De = ∅, the initial state s0 is constructed
by the feature vectors of instances in Dc, represented by
s0 = [F(xc

1), . . . , F(xc
Nc

)] ∈ R
d×Nc , where F(xc

i ) denotes the
d-dimensional feature vector of instance xc

i extracted by the
feature extractor F in the domain adversarial learning network.
After taking an action, the corresponding instance in Dc is
moved from Dc to De. Thus, the size of state is changed from
d × Nc to d × (Nc − 1). In order to keep the size of the state
constant, we replace the selected instance with a zero-valued
feature vector.

2) Action: An action is defined as selecting an instance from
the candidate set Dc. At each time step, the agent takes an
action from the action set A = {a1, a2, . . . , aNc }, where ai

means that selecting the i th instance in Dc and then moving
it to De. The number of actions is the same as the number
of instances in Dc, i.e., Nc . The optimal action taken by the
agent at time step t is learned by

at = max
a

Q(st , a) (2)

where st indicates the state at time step t and the Q value
Q(st , a) is the accumulated rewards of taking the action a.
The action a with the max-value of Q(st , a) is taken by the
agent, denoted as at . DQN estimates Q(st , a), which uses st

as input and outputs a |A|-dimensional vector that represents
the Q-values of |A| actions.

3) Reward: The reward is the feedback of the corresponding
action taken by the agent. It guides the agent to make selection
decisions. Since the source instances in the shared classes
should be more relevant to the target domain than the source
instances in the outlier classes, we use the relevance of source
instances to the target domain to design the reward.

When the agent takes action at to move the candidate
instance x to the selected set De, the reward of the action
at is computed by

Rt =
{

+1, if ϕ(x) > τ

−1, otherwise
(3)

where ϕ(x) is a metric function that measures the relevance
of instance x to the target domain and will be detailed in
Section III-E. The more relevant the instance x is to the target
domain, the higher the value of ϕ(x) becomes. We adopt
a binary reward, i.e., +1 and −1, which has been widely
used in reinforcement learning for various tasks [48], [60],
since a binary reward can help the agent clearly distinguish
good or bad actions and provide more explicit guidance than
directly using the relevance measure as a reward. If directly
using the relevance measure, the relevance difference between
different instances is too small to confuse the agent about
which actions are good and which actions are bad. If ϕ(x)
is higher than a threshold τ , then the reward for the agent will
be +1 otherwise, the reward will be −1. When the reward
is −1, the agent reaches the terminal state, stops the selection
on the current candidate set and begins a new selection on the
next candidate set.

4) Objective: Based on the definitions of the state, action,
and reward, the objective function of DQN is given by

Lq = Est ,at

[
(V (st ) − Q(st , at))

2
]

(4)

where V (st ) − Q(st , at) is the temporal difference error.
V (st) is the target value of Q(st , at ), estimated by

V (st) = Est+1

[
Rt + γ max

at+1

Q(st+1, at+1|st , at)

]
(5)

where the first term Rt is the immediate reward of taking the
action at under the state st , computed by (3), and the second
term is the future reward estimated by the current DQN with
the next state st+1 as input. If the current state st is terminal
state, i.e., Rt < 0, the second term is 0.

D. Domain Adversarial Learning

The goal of domain adversarial learning is to learn common
feature space of the selected source instances and target
domain for reducing the domain shift, which is achieved by
the adversarial learning procedure of a domain classifier D
and a feature extractor F . The domain classifier D is trained
to distinguish the source domain from the target domain,
and the feature extractor F is trained to confuse the domain
classifier D. Thus, the adversarial loss of domain adversarial
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learning is summarized as the minimax form

min
F

max
D

Ld(F, D)

= Ex∼p(x) log(D(F(x))) + Ex∼q(x)log(1 − D(F(x))). (6)

With the fixed F , the domain classifier D learns an optimal
bound of the true domain distribution by maximizing the
adversarial loss Ld(F, D). With the fixed D, the feature
extractor F learns feature representations as indistinguishable
as possible across domains by minimizing the adversarial loss
Ld(F, D).

An optimal domain classifier does not only distinguish the
source domain from the target domain but also identifies the
class label of source instances. To this end, a K + 1-way
classifier is introduced as the domain classifier D, where K is
the number of source classes K = |Ys |. The first K ways
model the class distribution, and the last way models the
domain distribution. We use one-hot encoding to represent
the class label of each instance x and add an element to
represent whether x is from the target domain or not. The
output of D is a K + 1-dimensional vector, where the first
K elements represent the class label of x in the one-hot
encoding form, and the last element denotes the probability of
the instance coming from the target domain. The adversarial
training between the domain classifier D and the feature
extractor F is implemented via assigning different labels to the
source and target instances when updating D or updating F .
We present the implementation of adversarial training between
D and F in detail as follows.

When optimizing D with the fixed F , the adversarial loss
becomes

min
D

Ly(F, D)

= Exs
i ∼p(x) H

(
D

(
F

(
xs

i

))
, ỹs

d

) + Ext
j ∼q(x) H

(
D

(
F

(
x t

j

))
, ỹt

d

)
(7)

where H (·, ·) is a cross entropy loss. The label ỹs
d of

source instance xs
i and the label ỹt

d of target instance x t
j are

defined by

ỹs
d =

⎡
⎣ K︷ ︸︸ ︷

0, . . . , 0, 1︸ ︷︷ ︸
l

, 0, . . . , 0, 0, 0

⎤
⎦,

(
xs

i , ys
i

) ∈ Ds, ys
i = l

ỹt
d =

⎡
⎣ K︷ ︸︸ ︷

0, · · · · · · · · · · · · · ·, 0, 1

⎤
⎦, x t

j ∈ Dt (8)

where ys
i is the class label of source instance xs

i . The first K
elements of ỹs

d are the class label of source instance xs
i in the

one-hot encoding form. The last elements of ỹs
d and ỹt

d are
0 and 1, respectively, denoting that xs

i comes from the source
domain and x t

j comes from the target domain. We expect that
the domain classifier D can classify labeled source instances
and assign unlabeled target instances into the target domain.
Thus, when optimizing D by (7), ỹs

d contains the source class
information while ỹt

d does not, as defined in (8).

When optimizing F with fixed D, the adversarial loss
becomes

min
F

Ly(F, D)

= Exs
i ∼p(x) H

(
D

(
F

(
xs

i

))
, ỹs

f

) + Ext
j ∼q(x) H

(
D

(
F

(
x t

j

))
, ỹt

f

)
.

(9)

The label ỹs
f of source instance xs

i and the label ỹt
f of target

instance x t
j are defined by

ỹs
f =

⎡
⎣ K︷ ︸︸ ︷

0, · · · · · · · · · · · · · ·, 0, 1

⎤
⎦,

(
xs

i , ys
i

) ∈ Ds

ỹt
f =

⎡
⎣ K︷ ︸︸ ︷

0, . . . , 0, 1︸ ︷︷ ︸
l

, 0, . . . , 0, 0, 0

⎤
⎦, x t

j ∈ Dt , ŷt
j = l (10)

where ŷt
j is the pseudoclass label of the target instance x t

j
predicted by the classifier C . The feature extractor F aims
to confuse D, i.e., makes D classify target instances into
K source classes and assign source instances into the target
domain. Hence, the last element of ỹs

f is 1, which denotes that
D should classify the source instance xs

i as coming from the
target domain. The first K elements of target instance label ỹt

f
are the pseudoclass label of target instance x t

j in the one-hot
encoding form since F expects D to classify the target instance
x t

j into K source classes. Considering the intent of F , when
optimizing F by (9), ỹt

f contains the target class information,
while ỹs

f does not, as defined in (10).
With the transferable features learned by the adversarial

training of D and F , an adaptive classifier C is trained by
minimizing the following source risk:

min
F,C

Lc(F, C) = Exs
i ∼p(x)

[
−

K∑
k=1

�k=ys
i

log C
(
F

(
xs

i

))]
(11)

where ys
i is the class label of instance xs

i , and K is the number
of source classes, i.e., K = |Ys |. �k=ys

i
means that if k = ys

i ,
the value of �k=ys

i
is 1 and otherwise is 0.

The overall optimization problem of domain adversarial
learning is defined as

min
F,C,D

L(F, C, D) = Lc(F, C) + Ly(F, D). (12)

The feature extractor F and the domain classifier D are
trained in an adversarial manner with different label values
of instances by minimizing the adversarial loss Ly(F, D).

E. Relevance Metric

The relevance metric function ϕ(x) measures the relevance
of an instance x to the target domain, which is based on the
domain classifier D and the classifier C .

1) Instance-Level Relevance Measured by D: If the source
instance is likely to be assigned into the target domain by the
domain classifier D, the relevance of this instance to the target
domain is high. The last element of the output of D is denoted
as D(·)d . The higher the D(F(xs

i ))d is, the more relevant the
source instance xs

i is to the target domain, and the more likely
xs

i belongs to the shared classes.
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2) Class-Level Relevance Measured by C: Since the target
classes and the outlier classes have no overlap, the target data
have a low probability of being assigned to the outlier classes.
Therefore, we use the predicted class distribution of the target
data to compute the relevance of source classes to the target
domain, denoted as µ = [μ1, μ2, . . . , μK ] ∈ R

K , where μl

represents the relevance of the lth source class to the target
domain. The higher the μl is, the more relevant the lth source
class is to the target domain, and the more likely the lth source
class is in the shared classes. We compute µ by

µ = 1

Nt

Nt∑
j=0

C
(
F

(
x t

j

))
, x t

j ∈ Dt (13)

and normalize it by µ = µ/(max(µ)).
The instance-level and the class-level relevance represent

the relevance of the instance xs
i to the target domain from

different aspects. The bigger the values of the instance-level
relevance D(F(xs

i ))d and the class-level relevance μys
i

are the
more relevant xs

i with class label ys
i is to the target domain.

Thus, it is a natural way to compute the product of D(F(xs
i ))d

and μys
i

to evaluate the relevance of xs
i to the target domain.

The relevance metric function ϕ(xs
i ) is given by

ϕ
(
xs

i

) = μys
i
D

(
F

(
xs

i

))
d
. (14)

F. Training

The ε-greedy strategy [61] is used to balance the exploration
and exploitation of the agent. During the training at time t ,
the policy described by (2) is refined as

at =
{

maxa Q(st , a), if λ ≥ ε

a′, otherwise
(15)

where a′ represents an action randomly selected from the
action set A, λ is a random number drawn from [0, 1], and ε
represents the probability of performing exploration, decaying
with iterations. When λ ≥ ε, the agent takes an action by the
action policies described as (2) to maximize the accumulated
rewards. Otherwise, the agent performs exploration by taking a
random action a′ from the action set A, which can expand the
solution space and avoid falling into a locally optimal solution.

The training of DQN requires data to be independent and
identically distributed. However, the samples obtained in the
training process are strongly correlated sequentially and do not
satisfy the independent and identically distributed condition.
Therefore, an experience replay strategy [62] is exploited to
break the correlation between samples by storing-resampling
and makes the network converge faster and more stable.
Therefore, the agent can learn from various experiences in
the long run.

The training of DQN has three stages: observing, exploring
and training. During the observing stage, the experience of
agent (st , at , st+1, rt ) is stored into an experience pool M
and DQN is not updated due to lack of experience. During
the exploring state, DQN is updated by (4) using randomly
sampled experiences from the experience pool. In this stage,
the agent explores environments to widen the solution space

with a probability ε and ε decays from an initial high to a
final low value. During the training stage, the agent explores
environments with a low probability of ε.

The training process of the DARL is summarized
in Algorithm 1.

Algorithm 1 DARL
Input: The source domain Ds and target domain Dt

Output: The optimal F , C .
Pre-train
1: F and C with Ds by Eq.(11);
2: Initialize the experience pool M = ∅;
3: while not converge do
4: Initialize Dc, De and generate the state s0 with Dc;
5: repeat
6: Take an action at using the policy Eq.(15);
7: Compute the reward Rt of at by Eq.(3);
8: Update Dc, De and state;
9: Insert experience (st , at , st+1, Rt ) into M;

10: if In exploring and training stage then
11: Sample experiences from M to update deep

Q-learning network by Eq.(4);
12: end if
13: until Terminated, i.e., Rt < 0
14: Update C, F, D with De and Dt by Eq.(12).
15: end while

G. Remarks

Most existing methods of partial domain adaptation utilize
pseudo labels to weigh source instances in a straightforward
manner [33]–[36]. Compared with the pseudolabeling meth-
ods, our DARL formulates the selections as a Markov decision
process and applies the reinforcement learning paradigm to
automatically learn policies for selecting source instances. The
advantages of using reinforcement learning are as follows.
On the one hand, reinforcement learning does not only make
use of the prediction information but also explores in a
wider space to find better solutions. Since the agent can
take actions of small Q-values with a certain probability,
i.e., the exploration ability of reinforcement learning, DARL
can widen the solution space and jump out the local optimum,
while the pseudolabeling methods only rely on the relevance of
source instances to the target domain, and thus, easily trapping
in the local optimum. For example, for the instances with
low relevance but belonging to the shared classes, DARL can
search them in a wide space owing to the superior exploration
ability of the agent, while the pseudolabeling method will
directly filter them out due to the low relevance. On the
other hand, the selection strategy in the DARL is optimized
via a sequential decision process at the set level with the
guidance of the accumulated rewards; therefore, it can be more
accurate compared with selecting based on pseudolabels at the
instance level. In other words, pseudolabeling-based methods
only consider the immediate rewards, i.e., the relevance of
the selected instance to the target domain, when making the
selection decision. For example, for the instances with high
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relevance but not belonging to the shared classes, DARL
will not select them according to future low rewards, while
pseudolabeling methods will select them according to the
immediate high rewards.

IV. EXPERIMENTS

To evaluate the effectiveness of our method, we conduct 38
tasks of partial domain adaptation on eight publicly available
data sets with three base networks.

A. Data Sets

The Office + Caltech-10 data set [63] has four domains:
Amazon, DSLR, Webcam, and Caltech, where the domains of
Amazon, DSLR, and Webcam come from Office-31 [64] data
set, and the Caltech domain comes from the Caltech-256 [65]
data set. This data set has ten classes, which are the common
classes between the Office-31 [64] and Caltech-256 [65]
data sets. Hence, the Amazon, DSLR, Webcam, and Caltech
domains in the Office + Caltech-10 data set are denoted as
A10, D10, W10, and C10, respectively. The first five common
classes of Amazon, DSLR, Webcam, and Caltech are denoted
as A5, D5, W5, and C5, respectively. Following [33], one
domain from A10, D10, W10, and C10 are used as the source
domain, and one domain from A5, D5, W5, and C5 are used
as the target domain. Therefore, there are 12 transfer tasks:
C10 → A5, C10 → W5, C10 → D5, A10 → C5,
A10 → W5, A10 → D5, W10 → C5, W10 → A5, W10
→ D5, D10 → C5, D10 → A5, and D10 → W5.

The Office-31 data set [64] has 31 classes of 4652 images,
including three different domains: Amazon (A31),
DSLR (D31), and Webcam (W31). The Amazon domain
contains 2817 images sampled from online merchants (www.
amazon.com), and each class has 90 images on average. The
DSLR domain contains 498 high-resolution images taken by
a digital SLR camera. The Webcam domain contains 795
low-resolution images taken by a Web camera. Following [34],
one domain from A31, D31, and W31 in the Office-31 data
set are used as the source domain, and one domain from
A10, D10, and W10 in the Office + Caltech-10 data set are
used as the target domain. Hence, there are six transfer tasks:
A31 → W10, D31 → W10, W31 → D10, A31 → D10,
D31 → A10, and W31 → A10.

The Office-Home data set [66] is an object recognition
data set and has around 15 500 images. These images come
from four domains: Artistic, Clipart, Product, and Real-World,
and each domain has images of 65 classes. We denote the
Artistic, Clipart, Product, and Real-World domains as Ar-65,
Cl-65, Pr-65, and Rw-65, respectively. The first 25 classes in
alphabetical order of the four domains are denoted as Ar-25,
Cl-25, Pr-25, and Rw-25, respectively. Following [36], we use
one domain from Ar-65, Cl-65, Pr-65, and Rw-65 as the
source domain and one domain from Ar-25, Cl-25, Pr-25, and
Rw-25 as the target domain. Therefore, there are 12 transfer
tasks: Ar-65→ Cl-25, Ar-65 → Pr-25, Ar-65 → Rw-25,
Cl-65 → Ar-25, Cl-65 → Pr-25, Cl-65 → Rw-25, Pr-65 →
Ar-25, Pr-65 → Cl-25, Pr-65 → Rw-25, Rw-65 → Ar-25,
Rw-65 → Cl-25, and Rw-65 → Pr-25.

The Caltech-Office data set is constructed by the
Caltech-256 and Office-31 data sets, which is a large scale
data set. The Caltech-256 data set [65] is a standard data set
for object recognition and consists of 256 classes of objects
with 30 607 images. Each class has at least 80 images that are
sampled from Google and PicSearch. The Caltech-256 data
set with 256 classes is used as the source domain, denoted
as C256, and one domain from A10, D10, and W10 in
the Office + Caltech-10 data set are used as the target
domain. Thus, there are three transfer tasks: C256 → W10,
C256 → A10, and C256 → D10.

The VisDA2017 data set [67] is a large-scale data set
for domain adaptation, which has two domains: the syn-
thetic domain and the real domain. The two domains have
over 280 000 images with 12 classes in total, denoted as
S12 and R12. The first six classes of the Synthetic and Real
domains are denoted as S6 and R6. Following [35], we use
one domain from S12 and R12 as the source domain and one
domain from S6 and R6 as the target domain. Therefore, there
are two transfer tasks: S12 → R6 and R12 → S6.

The digit data sets consist of three data sets: the MNIST
data set [69], the SVHN data set [70], and the USPS data
set [71]. The MNIST data set consists of handwritten digit
images of size 28 × 28. The SVHN data set is a real-world
image data set obtained from house numbers in Google Street
View images. Images in the SVHN data set are scaled to
32 × 32 pixels. The USPS data set includes handwritten digit
images of size 16 × 16. All data sets have 10 classes (0–9),
denoted as M10, S10, and U10. The first five classes (0–4)
of the MNIST and USPS data sets are denoted as M5 and
U5. Following [23], [31], we construct three common domain
adaptation transfer tasks: S10 → M5, M10 → U5, and
U10 → M5.

B. Baseline Methods

We compare our method with the existing state-of-the-
art methods, including partial domain adaptation methods
(i.e., Selective Adversarial Network (SAN) [34], Importance
Weighted Adversarial Network (IWAN) [33], Partial Adver-
sarial Domain Adaptation (PADA) [35], ETN [36], and Rein-
forced Transfer Network (RTNet) [72]) and standard domain
adaptation methods with the shared label space assumption
(i.e., Deep Adaptation Network (DAN) [7], Domain Adver-
sarial Neural Network (DANN) [31], Residual Transfer Net-
work (RTN) [8], and ADDA [23]).

C. Implementation Details

We conduct experiments with three base networks: AlexNet,
ResNet-50 and LeNet. With AlexNet as the base network,
we fine-tune the AlexNet model pretrained on the ImageNet
data set, following [34]. Concretely, the feature extractor F
is obtained by removing the fc8 layer of AlexNet and adding
a bottleneck layer with 256 units on fc7. The classifier C is
built on the bottleneck layer with one fc layer (256 → the
number of source classes). We fine-tune the conv5, fc6, and
fc7 layers of F , and train the bottleneck layer of F and the
classifier C . The bottleneck layer of F and C are trained from
scratch, whose learning rate is set to be 10× that of the other
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TABLE I

ACCURACY (%) ON THE OFFICE + CALTECH-10 DATA SET WITH ALEXNET AS BASE NETWORK

layers [34]. The domain classifier D is built with three fc layers
(1024 → 1024 → the number of source classes + 1). DQN
has four fc layers (1024 → 512 → 256 → action number).
With ResNet-50 as base network, we fine-tune the ResNet-50
model pretrained on the ImageNet data set, following [35].
The feature extractor F is obtained by removing the fc layer
of ResNet-50 and adding a bottleneck layer with 256 units on
res5c. We fine-tune the last block of ResNet-50 and train the
bottleneck layer of F and the classifier C . The learning rates
of the bottleneck layer of F and C are set to be 10 times of
the other layers. The architectures of the domain classifier and
DQN are the same as AlexNet. For digit image classification,
we conduct an experiment in two settings. In the first setting,
the original LeNet [69] is trained from scratch. All images
are rescaled to 32 × 32 pixels, and the grayscale images are
converted to the RGB images by copying the image channels.
In the second setting, following [72], we conduct experiments
on the modified LeNet (denoted as “LeNet-m”) and convert all
the RGB images to the grayscale images. The domain classifier
D is built with three fc layers (500 → 500 → the number of
source classes + 1). The architecture of DQN is the same as
AlexNet and ResNet-50.

We implement our method with the TensorFlow framework.
An AdamOptimizer [73] is used to optimize the whole net-
work. The learning rates of our DQN and domain adversarial
learning network are both set to 0.0001 with 0.9 and 0.5 as
the momentum, respectively. The discount factor γ in (5) is
set to 0.9. The size of the experience pool M is set to 2000.
When updating DQN, we randomly sample 32 experiences
from the experience pool M to compute gradients via (4).
The size of the initial candidate set is set to 16. The batch size
of the domain adversarial learning network is set to 32 with
16 source images and 16 target images. For transfer tasks on
Office + Caltech-10 and Office-31 data sets, we train DARL
with 2000 iterations. For transfer tasks on Caltech-Office,
VisDA2017, Office-Home, and digit data sets, we train DARL
with 5000 iterations. The exploring probability ε decays from
1 to 0 at the exploring stage of DQN. The threshold τ is set to
0.3, 0.1, and 0.3 for AlexNet, ResNet-50, and LeNet as base
network, respectively.

D. Results

For fair comparison, we directly use the reported results
of all the compared methods in their original articles and

implement our method with the same base network as that
in the compared methods.

1) Results on the Office + Caltech-10 Data Set:
Table I reports the classification accuracy of our DARL
and other domain adaptation methods on the Office +
Caltech-10 data set. From the results, we have the following
observations.

1) DARL outperforms all the compared methods on all
the transfer tasks, clearly demonstrating the benefit of
reinforcement learning on selecting the right source
instances for partial domain adaptation. In particular,
DARL achieves higher classification accuracy on the
hard tasks, such as C10 → W5, A10 → C5, and
W10 → C5, where the distributions of the source and
target domains are largely different.

2) The performances of the standard domain adaptation
methods with the shared label space assumption degrade
when the source and target label spaces are different. For
example, DANN and RTN work worse than AlexNet,
which further proves the existence of the negative trans-
fer caused by the mismatch of the label spaces.

3) DARL and ADDA achieve much better results than
DANN and perform more robust to the different label
spaces. The possible reason is that DARL and ADDA
both preserve the class information of the source domain
well when performing the domain adversarial learning,
while the class information in DANN is poorly preserved
since the feature extractor is trained with classification
and adversarial loss at the same time. This further
implies that the class information in partial domain
adaptation is important and should be preserved during
learning domain-invariant features.

2) Results on the Office-31 Data Set: Table II shows the
classification accuracy of different methods on the Office-31
data set with AlexNet as the base network. Our DARL
achieves state-of-the-art or comparable results on six transfer
tasks. Transfer tasks on the Office-31 data set are more
challenging than those on the Office + Caltech-10 data set
since the number of outlier classes of the Office-31 data
set is larger than that of the Office + Caltech-10 data set.
In this situation, the standard domain adaptation methods do
not improve or even hurt the performance of the target domain.
For example, DANN is 15.78% lower than AlexNet on the
Office-31 data set and 9.93% lower than AlexNet on the
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TABLE II

ACCURACY(%) ON THE OFFICE-31 DATA SET WITH ALEXNET AS BASE NETWORK

TABLE III

ACCURACY(%) ON THE OFFICE-31 DATA SET WITH RESNET-50 AS BASE NETWORK

TABLE IV

ACCURACY (%) ON THE OFFICE-HOME DATA SET WITH RESNET-50 AS BASE NETWORK

Office + Caltech-10 data set, which shows that the negative
transfer is more serious for the Office-31 data set. For partial
domain adaptation methods, SAN and IWAN gain 10.17% and
9.87% than AlexNet, respectively, and our DARL outperforms
SAN and IWAN, clearly validating the benefit of modeling the
source instance selection as a Markov decision process.

To evaluate the performance of our DARL on different
base networks, we conduct experiments on the Office-31 data
set with ResNet-50 as the base network. The classification
accuracies of different methods are shown in Table III. With
ResNet-50 as base network, the performance on the Office-31
data set approaches saturation, and the potential improvement
is limited due to the small domain gap and the large intra-
category discrepancy. In this situation, DARL also achieves
better results than the state-of-the-art method (ETN), further

validating the effectiveness of DARL. For both AlexNet and
ResNet-50 as base networks, DARL consistently achieves
better results than other methods and performs superior ability
in generalization.

3) Results on the Office-Home Data Set: Table IV shows
the classification accuracy of our DARL and other compared
methods on the Office-Home data set with ResNet-50 as the
base network. For transfer tasks on the Office-Home data
set, there are 40 outlier source classes, and the negative
transfer is more serious than that on the Office + Caltech-10
and Office-31 data sets. From the results, with the serious
negative transfer, our DARL still outperforms all compared
methods and achieves an average improvement of 1.61% over
the state-of-the-art method (ETN), which demonstrates the
excellent learning ability of the agent for exploring selection
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TABLE V

ACCURACY (%) ON THE CALTECH-OFFICE DATA SET
WITH ALEXNET AS BASE NETWORK

TABLE VI

ACCURACY (%) ON THE VISDA2017 DATA SET

WITH RESNET-50 AS BASE NETWORK

policies and the effectiveness of our DARL for handling more
challenging partial domain adaptation.

4) Results on the Caltech-Office Data Set: Table V shows
the classification accuracy of compared methods and our
DARL on the Caltech-Office data set. The three transfer tasks
on this data set are more difficult than those on the Office +
Caltech-10 and Office-31 data sets since the proportion of
outlier classes in the total classes on the Caltech-Office data
set is higher than that on the others. For those difficult
transfer tasks, DARL also performs well and outperforms SAN
and IWAN with the gains of 4.65% and 6.34% on average,
respectively, verifying that our DARL is excellent in handling
more challenging partial domain adaptation.

5) Results on the VisDA2017 Data Set: Table VI reports
the classification accuracy of our DARL and other domain
adaptation methods on the VisDA2017 data set with ResNet-50
as the base network. Transfer tasks on VisDA2017 are more
challenging than others since the large scale of data set and
the considerable domain shift between synthetic data and
real data. In this situation, our DARL still outperforms all
compared methods and achieves 19.09% improvement over
ResNet-50 on average. Compared with PADA [35], DARL
achieves 8.85% improvement on average. The reasons are as
follows: 1) DARL optimizes the selection decision on the
set level, while PADA optimizes that on the instance level.
In other words, DARL makes selection decisions according
to accumulated rewards, while PADA only considers the
immediate rewards when making decisions. 2) DARL utilizes
both domain prediction probabilities and class probabilities
to measure the relevance of instances to the target domain,
while PADA only applies class probabilities to weigh source
data.

6) Results on the Digit Data Sets: Table VII shows the
classification accuracies of DARL and the compared methods
on the digit data sets. The first and second parts show
the results with LeNet and LeNet-m as the base network,

TABLE VII

ACCURACY (%) ON THE DIGIT DATA SETS

respectively. From results, we can observe that DARL outper-
forms all compared domain adaption methods with the same
base network, clearly demonstrating the effectiveness of our
method.

E. Ablation Studies

1) Effect of Reinforcement Learning: To go deeper with
the effect of reinforcement learning, we compare our method
with two variations: without reinforcement learning (denoted
as DA) and replacing reinforcement learning with selecting
source instances directly based on the pseudo domain and
class labels (denoted as DA-PLs). In DA-PLs, source instances
are directly selected by the relevance metric function defined
in (14). Specifically, the source instances of ϕ(xs

i ) > τ are
selected to update the domain adversarial learning network,
and we set the same threshold τ for DA-PLs as DARL.
We show the results of DA and DA-PLs on all the data sets
in Tables VIII–XI, respectively.

It is interesting to observe that:
1) Compared with DA, our DARL outperforms DA in all

the transfer tasks, especially on the difficult tasks, such
as D31 → A10 and C256 → D10. For example, our
DARL achieves an improvement of 21.77% on average
over DA on the Caltech-Office data set. The possible
reason is that DA matches all the source data with
the target domain where the negative transfer caused
by outlier classes hurts the performance on the target
domain, while DARL refines the source domain via
selection actions taken by the agent and only matches the
optimal subset of source domain with the target domain
for facilitating the positive transfer.

2) DA performs better than some standard domain adapta-
tion methods with the shared label space assumption. For
example, DA gains a 7.25% improvement over DANN
on the Caltech-Office data set, probably due to that the
domain classifier of DA retains the class information
of the source domain whereas the domain classifier of
DANN does not consider the class information.

3) Our DARL works better than DA-PLs on all transfer
tasks, demonstrating that reinforcement learning is more
powerful than selecting with pseudo labels directly.
There are two possible reasons: 1) the learned selection
in our DARL is a sequential decision process since
the output of DQN represents both the immediate and
future rewards, while the selection in DA-PLs only
considers the immediate rewards. For the instances with
high relevance but not belonging to the shared classes,
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TABLE VIII

ACCURACY (%) OF ABLATION EXPERIMENTS ON THE OFFICE + CALTECH-10 DATA SET WITH ALEXNET AS BASE NETWORK

TABLE IX

ACCURACY (%) OF ABLATION EXPERIMENTS ON THE OFFICE-31 DATA SET WITH ALEXNET AS BASE NETWORK

TABLE X

ACCURACY (%) OF ABLATION EXPERIMENTS ON THE OFFICE-31 DATA SET WITH RESNET-50 AS BASE NETWORK

TABLE XI

ACCURACY (%) OF ABLATION EXPERIMENTS ON THE
CALTECH-OFFICE DATA SET WITH ALEXNET

AS BASE NETWORK

DARL will not select them according to future rewards,
while DA-PLs will select them according to the high
immediate relevance. 2) Our DARL widens the solution
space and jumps out the local optimum with superior
exploration ability, while DA-PLs only relies on the
relevance of source instances to the target domain, and
thus, easily get trapped in a local optimum. For the
instances with low relevance but belonging to the shared
classes, our DARL can search them in a wide space,
while DA-PLs will directly filter them out due to the
low relevance.

2) Effect of Domain Classifier: In this article, we apply
a domain classifier with a K + 1 way to consider both the
class information and the domain information at the same
time. To evaluate the effectiveness of this novel domain
classifier, we compare our DARL with a variation: replacing
our K + 1 way domain classifier with a standard domain
classifier that only considers the domain information (denoted
as DARL-stanD). We show the results of DARL-stanD on
the Office + Caltech-10, Office-31, and Caltech-Office data

sets in Tables VIII–XI, respectively. The improvement of
DARL over DARL-stanD verifies that the class information is
important in partial domain adaptation and should be preserved
when performing domain adversarial learning.

F. Parameter Analysis

The threshold τ of reward function in (3) is an import
factor. More experiments are conducted on the Office-31 data
set to evaluate the effect of the threshold τ . We tune τ in range
of {0.1, 0.2, 0.3, 0.4, 0.5} and show the accuracy-threshold
curves in Fig. 2(a), where the horizontal axis represents the
value of τ in (3), the vertical axis represents the classification
accuracy, and the different colors of curves denote different
transfer tasks on the Office-31 data set. From the results,
it is obvious that the accuracy of all transfer tasks first
increases and then decreases as the threshold τ increases.
Specifically, when τ is small, the accuracy is lower since
some source instances in the outlier classes cannot be filtered
out. When τ is large, the accuracy is also lower since some
source instances in the shared classes are filtered out. When
τ = 0.3, DARL generally achieves best results for most
transfer tasks. Moreover, it is worth noting that the trends
of the accuracy-threshold curves for different transfer tasks
are similar. Hence, we set τ = 0.3 for other data sets using
AlexNet as base network. For other base networks, we tune τ
on one data set and apply this τ to other data sets.

G. Convergence Analysis

We study the test errors on the C256 → W10 transfer task
on the Caltech-Office data set to evaluate the convergence
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Fig. 2. Empirical analysis of DARL. (a) Shows the performances of different thresholds on the Office-31 data set. The horizontal axis represents the value
of threshold τ in (3), and the vertical axis represents the classification accuracy on the target domain. We use six colors to denote six transfer tasks on the
Office-31 data set. (b) Shows the test errors of the C256 → W10 transfer task at different training iterations on the Caltech-Office data set. The horizontal
axis represents the number of training iterations, and the vertical axis represents the test error on the target domain (W10). (a) Accuracy versus threshold.
(b) Test error versus iteration.

Fig. 3. Example of the selection process of DA-PLs and DARL on the A31 → D10 setting. The left image represents source instances in a candidate set,
and the goal is to select outsource instances in the shared classes that are shown in green boxes of the right image. The source instances in the blue and
red boxes represent the selected instances. Blue boxes indicate correctly selected instances, and red boxes indicate wrongly selected instances. (a) Source
instances selected by DA-PLs. (b) Source instances selected by DARL.

performance of DARL. The curve of accuracy and test error on
the target domain is shown in Fig. 2(b), where the horizontal
axis represents the number of training iterations, and the ver-
tical axis represents the test error on the target domain (W10).
From the results, it can be observed that DARL can gradually
converge to a low test error.

H. Qualitative Evaluation

To go deeper with the effectiveness of reinforcement learn-
ing for sample selection, we visualize the selection processes
of DA-PLs and DARL on the A31 → D10 setting in Fig. 3,
where we use blue boxes to denote correctly selected source
instances and red boxes to denote wrongly selected source
instances. From the results, we find that DARL works better
than DA-PLs for selecting source instances in the shared
classes. At the iteration of 500, the performances of DA-PLs
and DARL are comparable. At the iteration of 1000, with the
accumulation of experience, DARL can select more source
instances in the shared classes than DA-PLs. At the iteration

of 2000, DARL selects out all source instances in the shared
classes, clearly demonstrating the effectiveness of reinforce-
ment learning in sample selection.

I. Feature Visualization

Fig. 4 visualizes the features from the bottleneck layer in
the feature extractor F of our DARL and AlexNet on the
Caltech-Office data set. Due to a large number of source
classes, we randomly sample ten outlier classes and ten
shared classes from the source domain for each task. The
visualization results of AlexNet and our DARL are shown
in Fig. 4(a) and (b), respectively. In Fig. 4(a) and (b), the green
samples represent source instances in the shared classes,
the red samples represent source instances in the outlier
classes, and the blue samples denote the target instances. From
Fig. 4, we have the following observations. First, the distribu-
tions of the blue samples and the green samples are different
in Fig. 4(a), demonstrating the existence of domain shift
between the source and target domains. As shown in Fig. 4(b),
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Fig. 4. Learned feature visualization of (a) AlexNet and our (b) DARL on the Caltech-Office data set using t-SNE. We use the green samples to represent
the source instances in the shared classes, the red samples to represent the source instances in the outlier classes, and the blue samples to denote the target
instances, respectively.

TABLE XII

COMPUTATION TIME (SECONDS) OF DARL ON DIFFIERENT DATA SETS WITH DIFFERENT BASE NETWORKS

the blue samples are almost aligned with the green samples.
This means that our DARL can effectively align the source
instances in the shared classes with the target domain. Second,
compared with the samples learned by AlexNet in Fig. 4(a),
the samples of our DARL have smaller intraclass distance and
larger interclass distance, which indicates that features learned
by DARL are more discriminative than features extracted with
AlexNet, probably due to that when performing domain adver-
sarial learning, the class information of the source domain is
enhanced with our K + 1 way domain classifier.

J. Efficiency Evaluation

We report the average training and test times of DARL on all
evaluated data sets with different base networks in Table XII.
All computations are performed on a computer with a single
NVIDIA GeForce GTX Titan X GPU, an Intel Core i7-5930 K
3.50-GHz CPU, and a 64-GB RAM. Required memory of
using ResNet-50, AlexNet, and LeNet as the base network
is 6480, 2460, 923 Mb, respectively. For transfer tasks on
the Office + Caltech-10 and Office-31 data sets, our DARL
requires 2000 iterations for training. For transfer tasks on the
Caltech-Office, VisDA2017, Office-Home, and digit data sets,
our DARL requires 5000 iterations for training.

V. CONCLUSION

In this article, we have proposed to leverage a reinforcement
learning framework coupled with domain adversarial learning
for partial domain adaptation, where the source domain and
the target domain have different label spaces. Specifically, two
components are developed in our framework. On the one hand,
the deep Q-learning component selects source instances in the
shared classes to avoid the negative transfer. On the other
hand, the domain adversarial learning component reduces the
domain shift and provides effective rewards to the agent to pro-
mote the positive transfer. Those two components are jointly
learned with an iterative optimization procedure. Extensive
experiments on various benchmarks have demonstrated the
effectiveness of our proposed solution.
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