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Abstract—In this paper, we present a novel framework of
automatically localizing action instances based on action pattern
trees (AP-Trees) in a long untrimmed video. For localizing
action instances in varied temporal length videos, we first split
videos into sequential segments and then use the AP-Trees to
produce precise temporal boundaries of action instances. The
AP-Trees can exploit the temporal information between segments
of videos based on the label vectors of segments, by learning the
occurrence frequency and order of segments. In AP-Trees, nodes
stand for action class labels of segments and edges represent
the temporal relationships between two consecutive segments.
Thus we can discover the occurrence frequencies of segments by
searching paths of AP-Trees. In order to obtain accurate labels of
video segments, we introduce deep neural networks to annotate
the segments by simultaneously leveraging the spatio-temporal
information and the high-level semantic feature of segments. In
the networks, informative action maps are generated by a global
average pooling layer to retain the spatio-temporal information
of segments. An overlap loss function is employed to further
improve the precision of label vectors of segments by considering
the temporal overlap between segments and the ground truth.
The experiments on THUMOS2014, MSR ActionII, and MPII
Cooking datasets demonstrate the effectiveness of our method.

Index Terms—Temporal Action Localization, Action Pattern
Tree, Informative Action Maps, Overlap Loss Function.

I. INTRODUCTION

Human action understanding has been an active topic
in computer vision with many applications including video
surveillance, human computer interaction, sports video analy-
sis, and video retrieval [41], [38], [15], [7], [47]. Automatically
discovering the temporal boundaries of action instances plays
an important role in analyzing and understanding videos [54],
[45]. In long untrimmed videos, there are typically a large
number of background segments (not containing actions) that
might degrade the performance of action localization, and
there may be one or more action instances which occur at
different time stamps in a video. Therefore, temporal action
localization remains a challenging research problem particu-
larly in determining “what action occurs, and when?”

To automatically localize action instances in long
untrimmed videos, Shou et al. [32] and Zhu et al. [55] pro-
posed to uniformly sample 16 frames from videos of different
temporal scales. For long videos which may contain hundreds
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Fig. 1. An AP-Tree is built by using the temporal information of sequential
segments. The video is split into consecutive segments with equal temporal
length and each segment is recognized by the modified C3D model. The
generated AP-Tree can exploit the temporal relationships between segments
and learn the action localization model to produce precise localization
boundaries, where Root, a4, a12 and a16 are the elements of the AP-
Tree, and the numbers indicate the occurrence frequency of these elements in
training videos.

of frames, just uniformly selecting 16 frames cannot represent
the video effectively, and the temporal information between
consecutive frames was rarely considered. In our work, all the
frames are utilized for temporal action localization, and each
video is split into sequential segments with equal temporal
length.

Due to the complexity of untrimmed videos, simple com-
bination with the recognition results of these segments can-
not produce accurate boundaries because each segment may
be identified as different categories despite they belong to
the same video. Therefore, we introduce an action pattern
tree (AP-Tree) to exploit the temporal relationship between
sequential segments in the entire video and aggregate the
segments into complete action instances to produce more
precise boundaries, as shown in Figure 1. The action class
labels of segments are stored in the nodes and the temporal
orders of consecutive segments are memorized in the edges of
AP-Trees. The occurrence frequencies and orders of segments
can be discovered by searching the paths of AP-Trees. For
each action category, an AP-Tree is constructed by training
videos from the corresponding action category. In testing, we
predict the action label of the entire video by computing the
relevances between the testing segments and all the trained
AP-Trees. The AP-Tree can refine the temporal boundaries
of action instances. If the segments in the test video contain
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Fig. 2. The architecture of our framework. The top shows the details of the networks. The networks are based on the C3D model followed by three
stage networks (“Proposal”, “Classification”, and “Localization”). The networks can label each segment in videos with varied temporal length and produce
corresponding segment label vectors. Action pattern tree belonging to one action category is described in the middle, which models the occurrence order and
frequency of segments by using label vectors of training videos. We use the generated AP-Trees to classify and localize the interested action instances in
videos with varied temporal length. At last, the prediction scores of the test video corresponding to all the action classes are calculated and we select the
index of the maximum value as the final recognition result.

the action items that did not appear in the corresponding
AP-Trees, we will remove the segments to produce more
precise temporal boundaries of action instances. To the best
of our knowledge, our work is the first to employ AP-Trees
for temporal action localization. The inputs of AP-Trees are
label vectors of segments and we use deep neural networks to
recognize segments accurately.

Owing to the advances of deep learning on video under-
standing [33], [51], [2], [19], inspired by [55], we employ
the 3D ConvNets [35] to effectively recognize segments by
simultaneously using the spatio-temporal information and the
high-level semantic features. Specifically, the networks are
trained to learn spatio-temporal action feature maps (the
last convolutional layer conv5), which convolves the original
videos on both the spatial and temporal dimensions. The
feature map contains detailed temporal information, which
significantly benefits representing actions by capturing the
intrinsic motions. Moreover, the high-level feature (the fully
connected layer fc7) is learned to describe actions at the
semantic level which further improves the performance. Dif-
ferent from [55], we replace the last global max pooling layer
with the global average pooling layer so that our method can
generate more informative action maps with the conv5 layer
and learn high-level semantic features with the fc7 layer to
classify segments.

The networks for segment recognition are shown in the
top of Figure 2. Based on the network proposed by Shou et
al. [32], the networks are designed using three highly related
3D ConvNets. “Proposal” is a binary network to identify seg-
ments in a video that may contain actions. “Classification” is
a multi-class classifier to group segments into different action
categories and the background. “Localization” is a fine-tuned

classification network with a temporal overlap loss function
which can produce more accurate categories of segments.

Our main contributions are three-fold:
(1) We propose a novel framework to automatically localize
action instances in long untrimmed videos, by capturing all
the temporal information between consecutive frames as well
as between sequential segments.
(2) To the best of our knowledge, our work is the first to
employ AP-Trees for temporal action localization in long
untrimmed videos. The AP-Trees can learn the occurrence
frequency and the order of sequential video segments in the
temporal dimension, and produce precise temporal boundaries
of interested actions.
(3) We present deep neural networks to simultaneously exploit
the spatio-temporal information and the high-level semantic
features for effectively representing video segments, which can
further improve the recognition accuracy of segments.

II. RELATED WORK

A. Temporal Action Localization

Many researchers have concentrated on temporal action lo-
calization in long untrimmed videos. Karaman et al. [20] used
FV encoding of improved dense trajectory (iDT) [39] with
weighted saliency based pooling, and conducted late fusion
with frame-level CNN features. Wang et al. [40] built a system
on iDT with FV representation and frame-level CNN features,
and performed postprocessing to refine the detection results.
Gaidon et al. [11] proposed an atomic action units sequence
model (ASM) to represent an action as a temporal sequence
of histograms of actom-anchored visual features for action
localization. Jain et al. [18] introduced a sampling strategy to
produce tubelets with motion information from super-voxels
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for action localization. Ma et al. [25] described hierarchi-
cal space-time segments as new representations for action
recognition and localization. Heilbron et al. [5] introduced
a sparse learning dictionary method to recover the temporal
segments containing interested actions. These methods utilize
hand-crafted features with encoding methods to determine the
temporal boundaries of action instances.

As deep convolutional neural networks (CNN) [10] have
demonstrated breakthrough performance for image feature
extraction, more and more studies of temporal action lo-
calization focus on deep learning. Shou et al. [32] utilized
3D ConvNets [35] to design a multi-stage framework for
temporal action localization, which explicitly took the tempo-
ral overlap into account. They also presented convolutional-
de-convolutional networks to predict actions at the frame-
level granularity later [31]. Yeung et al. [45] formulated the
localization model as a recurrent neural network (RNN) based
agent and used reinforcement learning [42] to learn the agent’s
decision policy. The fully end-to-end network takes a long
video as input and outputs the temporal bounds of all action
instances. Dai et al. [8] presented a temporal context network
to produce action proposals, rank and classify the proposals
for temporal localization of human activities. Zhao et al. [52]
modeled each action instance with a temporal pyramid, and all
the context information of action instances are leveraged suf-
ficiently. Hou et al. [17] proposed a tube convolutional neural
network to localize actions based on 3D convolution features.
Zhu et al. [55] also combined the 3D ConvNets with multi-
task learning. In contrast with these complicated networks,
we utilize deep networks to both learn the spatio-temporal
information and the high-level semantic features to effectively
recognize segments in videos. More importantly, we introduce
action pattern trees to model the temporal relationship between
segments and infer precise temporal boundaries of action
instances.

B. Temporal Structure Modeling

Many approaches focused on temporal structure modeling
of videos for action recognition [26], [46], [44]. Sun et al. [34]
utilized noisy labeled web images to generate localized action
frames in videos and explored the temporal information by
long short-term memory (LSTM) networks [16]. Ma et al. [24]
directly discovered ensembles of hierarchical spatio-temporal
trees from training data for action recognition. Truyen et
al. [36] presented a boosting algorthm with the dynamic
conditional markov random field to handle hidden variables
(missing labels) of actions which is particularly attractive
for smarthouse domains. Borzeshi et al. [3] used graphs to
represent the shapes of actors and converted the graph into
a suitable feature vector. Liu et al. [23] utilized skeleton-
based tree traversal technique to feed the structure of the
skeleton data into a sequential LSTM and improved the design
of spatio-temporal LSTM by adding the trust gate to deal
with noisy input for 3D action recognition. Different from
these structure modeling methods, inspired by frequent pattern
trees [14], we introduce action pattern trees to learn the
occurrence frequency and order of segments and produce

precise temporal boundaries of action instances. The action
pattern trees can explore the relationships between segments
in the temporal dimension.

C. Frequent Pattern Tree

Han et al. [14] firstly introduced the frequent pattern tree
structure for storing crucial information about mining frequent
patterns in transaction and time-series databases. They also
developed the FP-Growth algorithm for efficient and scalable
mining on both long and short frequent patterns. Chang et
al. [6] proposed an incremental data mining algorithm based
on FP-Growth using the concept of heap tree to address the
issue of incremental updating of frequent itemsets. Aditya and
Pradana [1] leveraged the FP-Growth algorithm to find the
customer buying habits on market basket in organic medicine
store. Dharmaraajan and Dorairangaswamy [9] utilized the FP-
Growth algorithm to classify user behavior in identifying the
patterns of the browsing and navigation data of web users.
Wang et al. [37] extended the FP-Growth algorithm to mine
both positive and negative frequent patterns of people’s real
health examination information. The main difference between
these methods and our method is that we apply the frequent
pattern tree to the action localization in computer vision
by modeling the temporal information underlying the action
videos.

III. ACTION PATTERN TREE

To utilize all frames in videos with varied temporal lengths
for temporal action localization, we divide each video into
several short segments with equal temporal length. We utilize
a modified C3D ConvNets to label each segment with both
the spatio-temporal information and the high-level semantic
features.

Inspired by Frequent Pattern Tree [14] which is widely used
for mining frequent patterns in data mining, we propose action
pattern trees (AP-Trees) to learn the occurrence frequency
and the temporal order of segments before aggregating the
segments into complete action instances. In the training stage,
we build an AP-Tree for each action category with training
videos, and in the testing stage, we compute the similarity
score between the test video and all the learned AP-Trees to
determine the action category and the temporal boundaries of
action instances within the video.

A. The construction of Action Pattern Tree

After inferring the labels of segments in the training videos
belonging to one action class, we utilize these label vectors
to build its corresponding AP-Tree. Similar to the frequent
pattern tree, AP-Tree stores sufficient information of videos.
In the AP-Trees, each node represents the action class label
of the segment, the edge indicates the occurrence temporal
order between two consecutive segments, and the occurrence
frequencies of the segments are recorded as the value of each
node. In this way, each path of the AP-Trees can maintain the
complete temporal information of a video.

Specifically, let A = {a1, a2, · · · , aN} be the set of action
category labels, where N is the number of action categories.
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VID Sequential Action Items
1 a1,a3,a2,a4,a5
2 a1,a3,a2,a6,a4
3 a1,a6
4 a3,a4,a5
5 a1,a3,a2,a4,a5

TABLE I
EXAMPLES OF ACTION ITEMS OF THE ”BASEBALL PITCH” ACTION.
ai ∈ A ARE THE LABELS OF THE SEGMENTS. ALL THE ITEMS OCCURS

ALONG WITH THE TEMPORAL DIMENSION.

The elements in A are called action items. The training dataset
is indicated by T = {v1, v2, · · · , vm} where m is the number
of training videos and vi is a training video which contains
a set of action items. A pattern is defined by a set of action
items. The support (i.e. occurrence frequency) of a pattern P
is the number of training videos containing P . p is defined as
an action pattern if the support of p is no less than a predefined
threshold ξ.

With the label vectors of segments in training videos, the
action item (i.e., action class label) with the highest occurrence
frequency is treated as the main pattern of the AP-Tree.
Different from the construction of frequent pattern tree, we
construct the action pattern tree by extending the main action
pattern along the temporal dimension. The action items after
the main action item are added to construct the left branches of
the AP-Tree and the action items before the main action item
are utilized to construct the right branches. The same action
items in an AP-Tree are accumulated and the different action
items produce the sub-action nodes based on the parent-action
node. The detailed algorithm for constructing an AP-Tree is
shown in Algorithm 1. Each path from the root node to the
sub-node in the AP-Tree is an action pattern and the number
of action patterns is also counted in the construction process
to represent its occurrence frequency.

Let us take the action class of “Baseball Pitch” as an
example. Suppose that the training dataset T contains 5
training videos, and the action class label vectors of the
sequential segments in these videos are shown in Table I.
Then, an action pattern tree is constructed as follows. We
first scan the training set to obtain a set of action items
{a1:4,a3:4,a2:3,a4:3,a5:3,a6:3} (the number indicates the sup-
port) in which the action items are ordered in descending
frequency. Each path of a tree will also follow this order.
Then, we create the root of the tree, labeled as “Root”.
Again we scan the training dataset. With the first training
video, we construct the first branch of its action pattern
tree: {a1:1,a3:1,a2:1,a4:1,a5:1}. The action items are or-
dered according to the temporal dimension. For the second
training video, its {a1,a3,a2,a6,a4} shares a common prefix
{a1,a3,a2}. The count of each node along the prefix is
incremented by 1, one new node {a6:1} is created and linked
as a child of {a2:2} and another new node {a4:1} is created
and linked as the child of {a6:1}. For the third video, as the
rule mentioned above, the count of a1 is added by 1, and a
new node {a6:1} is created and linked to {a1:3}. The scan of
the fourth video leads to constructing the second branch of the
action pattern tree. For the last video, since it is the same as
the first video, the count of each node along the path should

Algorithm 1 Pseudo-code of the Construction of Action
Pattern Tree (AP-Tree)
Require: The label vectors of the training set T on one action

category, the minimum action item support ξ1.
Ensure: An Action Pattern Tree of R.

1: State all the action items A from T , and the support of
them.

2: Filter A with ξ1, and produce action item list L by sorting
them in descending order with their support.

3: Create the root node in the AP-Tree, label it as “Root”.
Label the first action item ap in L as the left sub-node of
“Root”.

4: Scan the pattern set T .
5: FOR each v in T
6: Find the main action item a and stat the count c.
7: FOR number from 1 to c
8: IF an action item a′ occurs before a
9: IF a has a left child node a′

10: the count of a′ adds 1.
11: ELSE
12: Create the new left child a′ of a and set the count

as 1.
13: ELSE an action item a′ happens after a
14: IF a has a right child node a′
15: the count of a′ adds 1.
16: ELSE
17: Create the new right child a′ of a and set the count

as 1.
18: END

be incremented by 1. Each path in the action pattern tree is
treated as one action pattern of this class when its support
(count) is larger than a threshold.

The AP-Tree is a compact and compressed data structure
which contains all action pattern information in training videos
of one action category. The depth of the AP-Tree represents
the complexity of action items. The width of the AP-Tree is
determined by the action patterns and illustrates the types of
action patterns around the main action pattern. Each branch
of the AP-Tree holds the temporal information of segments in
videos. Due to the fact that there is a large number of shared
action patterns in the training videos, the size of a typical AP-
Tree is smaller than the basic action pattern set. One example
of an action pattern tree is shown in Figure 3.

B. Evaluation of videos with AP-Trees

Each video in the training dataset can be mapped to one
path in the AP-Tree. The nodes and edges of the AP-Tree
store action items and temporal information of the segments,
respectively. Moreover, one path in the AP-Tree can represent
the frequent action items in multiple videos without ambiguity.
We measure the similarity between the input test video vi
and each AP-Tree by calculating the relevance between the
sequential action items in the video vi and the action patterns
pi in each AP-Tree. Then, the score of the video vi is
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Fig. 3. The AP-Tree of the “BasketballDunk” action. The top two rows are four sampled training videos of the action “BasketballDunk”. The frame stands
for the first frame of the segments in the video. We first label segments in training videos by the proposed neural network and then build an AP-Tree by
the label vectors. The Left part in the below is the AP-Tree we constructed. The right portion is the action patterns and their support of this AP-Tree. For
example, the action items occur in “BasketballDunk” are {a1, a2, a20}, the action patterns {a2}, {a2,a1}, {a2,a20} are the frequent action patterns we
collect from the training samples, which represent the consecutive segments with high occurrence frequency.

computed by

S(vi) =

N1∑
i=1

αi ·Num(ai) +

N2∑
i=1

βi ·Num(pi) + F, (1)

where Num(ai) indicates the number of the action item ai
in the video vi. Num(pi) denotes the number of the action
pattern pi in the AP-Tree. N1 and N2 are the total number of
action items and action patterns in the AP-Tree, respectively.
F is a penalty term defined as F =

∑N3

j=1 λj , where N3 is
the number of action items occuring in the video vi, and λ is
set to negative as a penalty coefficient when the action item
aj does not exist in the AP-Tree, otherwise is set to zero. αi

and βi are the weights of ai and pi, respectively, defined by

αi =
C(ai)∑N
j=1 C(aj)

, βi =
C(pi)∑N
j=1 C(pj)

, (2)

where C(ai) and C(pi) are the numbers of the action item ai
and the action pattern pi, respectively.

Specifically, the penalty term F will punish the action term
which does not occur in the AP-Tree. With the score generated
by the action pattern tree, we can determine the action category
of the test video. Additionally if one action item does not occur
in the action pattern tree, the corresponding segment will be
discarded in the determination process of temporal boundaries.
In this way, the AP-Tree can also contribute to refining the
temporal boundaries of action instances in long untrimmed
videos.

IV. NEURAL NETWORK ARCHITECTURE

In a long untrimmed video, an action instance could occur at
different time stamps and may last for a few seconds. In order
to produce precise labels of segments in videos, we use deep
neural networks to describe segments by exploiting the spatio-
temporal information and the high-level semantic feature.

We base our network on the C3D neural network [35] which
conducts convolutions in both spatial and temporal dimen-
sions. Specifically, we propose to leverage the informative

action maps (the last convolutional layer conv5) which contain
sufficient spatial and temporal information of input segments
and the high-level features (the fully connected layer fc7) that
represent input segments at the semantic level.

A. Informative Action Maps
Inspired by the work of Zhou et al. [53], we utilize

informative action maps to recognize segments in videos. The
action maps maintain the characteristics of actions and capture
3D discriminative action regions to identify the action in a
specified category. Figure 4 shows the network architecture
of generating the informative action maps. Specifically, we
remove all the fully-connected layers and the last max pooling
layer (i.e. pool5) in the C3D network. And we perform
the Global Average Pooling (GAP) on the 3D convolutional
feature maps with a fully-connected layer as the desired output
of the learned network. In our work, we propose to replace
the Global Max Pooling (GMP) layer with the GAP layer.
When operating the GAP of feature maps produced by the
last convolutional layer, all the values of the feature maps are
collected to find more discriminative action regions because
the low values will make contributions to the final output.
On the contrary, GMP ignores the low values in each feature
map. From the experimental results, GAP achieves better
performance than GMP.

For an input segment, let rk(x, y, z) represent the response
of unit k in the last convolutional layer (conv5b) at the
spatio-temporal location (x, y, z). With global average pool-
ing operation f , the output of unit k can be computed by
fk =

∑
x,y,z rk(x, y, z). Thus, the input of the softmax layer

for the action category c can be calculated by Sc =
∑

k w
c
kfk,

where wc
k is the weight of class c for the unit k. The output

of the softmax layer is given by exp(Sc)∑
c exp(Sc)

.
Thus, we have

Sc =
∑
k

wc
k

∑
x,y,z

rk(x, y, z) =
∑
x,y,z

∑
k

wc
krk(x, y, z).

(3)
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Fig. 4. The network architecture of producing informative action map. With this network, we can utilize the spatio-temporal information to generate specific
action labels. The input of the network are short segments (16 consecutive frames in our experiment). The 3D ConvNets is adopted as in the C3D network
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incorporated. The bottom shows the feature maps (red, yellow, green) learned from the last convolutional layer Conv5b, and the orange one is the informative
action map produced by projecting the weights of the output layer into the convolutional feature maps. This map is discriminative for labeling segments by
leveraging the spatio-temporal information.

Let Mc(x, y, z) be the response map for the class c:

Mc(x, y, z) =
∑
k

wc
krk(x, y, z), (4)

where Mc(x, y, z) represents the importance of the response
at the spatio-temporal location (x, y, z) in the last convolution
layer conv5b for the classification of a video to the class c.
Then, Sc can be given by Sc =

∑
x,y,zMc(x, y, z), which

indicates that the learned response map contains sufficient
information for classification.

B. High-level Semantic Feature

In order to enhance the accuracy of classifying segments
in videos, we also propose to extract high-level semantic
features of segments. In contrast with the action maps which
contain 3D action regions, the fully connected layer (fc7) of
the 3D ConvNets contains the high-level semantic information
of segments by maintaining the significance of segments.

In order to further improve the recognition accuracy of
video segments, we combine the spatio-temporal information
(the last conv layer conv5) and the high-level semantic in-
formation (the fully connected layer fc7) for recognition. As
shown in Figure 2, two network branches are used to extract
the spatio-temporal information and the high-level semantic
information, respectively. Then, these two kinds of information
are combined by using the average pooling operation on the
two classification scores produced by the two branches.

C. Three Related 3D ConvNets

Based on the networks proposed by Shou et al. [32],
to classify the video segments, three related 3D ConvNets,
including the Proposal network, Classification network and
Localization network are employed. The Proposal network
identifies segments that may contain actions in a video. The

Classification network can be treated as a multi-class classifier
with N +1 classes (N action categories and the background).
The Localization network explicitly takes the temporal overlap
of segments into account and produces more accurate labels
of segments.

In the Proposal network, the output of the network are
two categories: “Action” and “Background”. In the training
process, the segments from the trimmed training videos are
all treated as positive. For the untrimmed videos, we only
select the segments included in the ground truth as positive.
The negative examples are background segments, which are
randomly sampled from background videos. The number of
training examples from both background and action classes
are guaranteed to be equal.

After eliminating background segments, we train the Clas-
sification network for N + 1 classes. The loss function is the
conventional softmax loss function. In the training process, we
assign labels of positive segments from each action category.
In order to balance the number of training data for each action
category, the number of the background samples is reduced to
the mean of the numbers of action training examples.

As shown in Figure 5, several segments which have small
overlaps with the ground truth also have high prediction
scores. This will degrade the estimation performance of la-
beling segments. The temporal overlap of segments influences
the localization results. In the Localization network, we use
an overlap loss function, in which the prediction scores of
segments with large overlap with the ground truth will be
increased and the scores of segments with small overlap will
be decreased.

We first define the overlap of a segment as ov. In the training
data, ov of each segment in the trimmed videos is set to 1,
and it is defined as the real overlap (measured by Intersection
over Union, IoU) with the ground truth in untrimmed videos.
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start frame end  frame 

Fig. 5. The prediction scores of the segments in a long untrimmed video.
The red segment S1 has small overlap with the ground truth, but it has high
prediction score, and the red segment S3 has high overlap with the ground
truth, but it achieves bad result. The scores of these segments should be refined
with the “Localization” network. For the prediction score of the two blue
segments S2 and S4, these results should be maintained in the “Localization”
network.

In the training step, we input N samples in each mini-batch.
For the n-th training sample, the output of the last layer is On

and the prediction score of the softmax layer is Sn. For the c-
th class, the prediction score is calculated by scn = eO

c
n∑N

j=1 eO
j
n

.

Then the overlap loss function can be formulated as

Loverlap =
1

N

∑
n

(
S
(ln)
n

ov2n
− 1) · [ln > 0], (5)

where [·] is a binary function. [ln > 0] = 1 when the true class
label ln is positive, otherwise [ln > 0] is equal to 0 when the
training segment is background. The gradient of the output of
the i-th node in the last layer is computed by

∂Loverlap

∂O
(i)
n

=

 1
N · (

S(ln)
n

ov2
n
· (1− S(ln)

n )) · [ln > 0], if i = ln,

1
N · (

S(ln)
n

ov2
n
· (−S(i)

n )) · [ln > 0], if i 6= ln.

(6)
This overlap loss function is sensitive to the overlap of the
segment with the ground truth. When the overlap ov = 1, the
overlap loss function equals to the softmax loss function of
the Classification network. Our overlap loss is similar to the
loss in the work [32]. Different from [32], our overlap loss is
computed by the inverse of square operation of the overlap.
Once the overlap decreases, the loss will increase more heavily
than the operation in [32]. In the training step, we finetune the
network with the overlap loss function on the “Classification”
network. The detailed parameter settings are given in Section
V. The networks which exploit the spatio-temporal and high-
level semantic information of videos are trained respectively.

V. EXPERIMENT

A. Dataset

THUMOS 2014 dataset. The THUMOS2014 dataset is a
large action dataset in terms of number of classes, length and
number of videos, which contains over 25M frames and over
254 hours of video data. It provides four separate subsets,
including the training, validation, background, and testing sub-
sets. (1) The training subset includes all the UCF101 dataset.
(2) The validation subset has 1, 010 temporally videos which
are not trimmed. In general, each video has one action class.
However, some videos may include one or more different
actions. Each action class contains about 10 positive examples.
(3) The background subset contains over 2, 500 relevant videos
which are ensured that they do not include any instance of the

101 action classes. Each background video corresponds to only
one action class. (4) The test subset contains 1, 574 temporally
untrimmed videos with ground truth. Some videos may involve
more than one action class. The action occurs at different time
stamps in the video. In the temporal action localization stage,
only 213 videos which contain interesting action instances
are included. In the experiment, we use the videos in the
validation set to finetune the basic deep neural networks. The
UCF101 dataset is an action recognition dataset containing
13,320 videos from YouTube with 101 action classes. Each
class contains more than 100 video clips, and all of which
are temporally trimmed. The dataset has large variations in
camera motion, appearance, scale, viewpoint, and cluttered
background. It also exhibits a lot of diversity in terms of
actions.

MSR Action Dataset II. The MSR Action II Dataset [49]
consists of 54 video sequences with 203 action instances
recorded in a crowded environment. There are three action
types: hand waving, handclapping, and boxing. We follow the
standard cross-dataset evaluation protocol and use the KTH
dataset [30] for training.

MPII Cooking. The MPII Cooking dataset [29] is a large,
fine-grained cooking activities dataset. It records 44 videos
with a total length of more than 8 hours (881, 755 frames) of
12 participants performing 65 different cooking activities, such
as cut slices, pour, and spice. Following the standard protocol
in [29], we have 7 splits after performing leave-one-person-
out cross-validation. Each split uses 11 subjects for training,
leaving one for validation. We list several sampled frames of
the actions from these three datasets in Figure 6.

B. Experiment Setup

The 3D ConvNets [19], [35] implement 3D convolutions
on both spatial and temporal dimensions simultaneously, and
capture both appearance and motion information of videos.
Our neural network utilizes the 3D ConvNets as the basic
architecture and follows the architecture of [35]. Our network
has 8 convolutional layers, 5 pooling layers (4 max pooling
layers and one averaging pooling layer), followed by two
branches to leverage the spatio-temporal information and the
high-level semantic feature for action localization. All the 3D
convolutional filters are 3 × 3 × 3 with stride 1, and all the
3D pooling layers are 2 × 2 × 2 with stride 1, except for
pool1 (1× 2× 2) to preserve the temporal information in the
earlier layers. We use the C3D network as the initialization for
the Proposal and Classification network. The pre-trained C3D
neural network is exploited in the experiment and each input of
this network is a video clip with the size of 171×128×16×3.
The basic model is trained on the largest video benchmark
Sports-1M dataset [21].

During the finetuning process, the detailed settings of the
networks for all the three datasets are listed as follows. We
set the momentum to 0.9, and the weight decay factor to
0.0005. (1) For the THUMOS 2014 dataset, we perform 10K
iterations with the learning rate of 10−4, and decrease the
learning rate by 1

10 for every 10K iterations. (2) For the MSR
Action dataset II, in the proposal network, we perform 8K
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MSR ActionII Dataset                                               MPII Cooking Dataset   

 

  
Fig. 6. The sampled frames of the action instances from three datasets. The action labels in each dataset are as follows. (1) THUMOS 2014 Dataset (complex):
BaseballPitch, Billiards, CricketShot, Diving, FrisebeeCatch, GolfSwing, Hammer. (2) MSR ActionII Dataset (simple): Clapping, Handwaving, Boxing. (3)
MPII Cooking Dataset (fine-grained): open/close fridge, cut apart, peel, wash objects.

iterations with 10−4, and then 8K iterations with 10−5, and
4K iterations with 10−6 at last. In the classification network,
we perform 4K iterations with the learning rate of 10−4 and
drop the learning rate by 10 every 4K iterations. (3) For the
MPII Cooking dataset, we perform 10K iterations with 10−4,
and drop the learning rate by 10 every 10K iterations. The
number of total iterations is determined by the scale of the
training dataset.

We use 70% of the training set to finetune the deep neural
network proposed in this paper, and the left 30% training set is
utilized to train the action pattern trees. The time complexity
of training AP-Tree is O(n2), where n is the number of the
training video samples. In the test procedure, the AP-Trees
can deal with about 320 frames per second.

C. Training and Post-processing

In this work, we apply a sliding window with 75% overlap
to generate training and testing samples with multiple temporal
scales. After producing these videos, we split each video into
sequential segments with equal temporal length. The generated
segments then are used to train all the deep neural networks.
The trained networks are used to recognize the segments of the
videos to generate the label vectors of training videos. After
removing all the background segments, we build one AP-Tree
for each action category with the refined training videos.

During the test process, we first classify the segments of
testing videos with the networks, and compute the decision
score of each generated test sample with action pattern trees.
According the classification results of video samples, we re-
move the samples which are classified into the background cat-
egory. Finally, we use the Non-maximum Suppression (NMS)
method to generate the un-refined action instances from the
video samples which are classified into action categories.
After generating the un-refined action instances, if the action
instance contains the action items which do not occur in the
corresponding AP-tree, we will eliminate the segments with
un-occurred action items to refine the temporal boundaries of
action instances.

D. Results on THUMOS Challenge 2014

1) IoU of Action Temporal Localization: Table II illustrates
the comparison results of our method and several state-of-
the-art methods on temporal action localization. As shown in

TABLE II
TEMPORAL ACTION LOCALIZATION RESULTS ON THE THUMOS 2014

DATASET WITH VARIED IOU THRESHOLD α. ALL THE RESULTS ARE
SHOWN USING MAP.

α
0.1 0.2 0.3 0.4 0.5

The Handcrafted Features
Karaman et al. [20] 1.5 0.9 0.5 0.3 0.2
Wang et al. [40] 19.2 17.8 14.6 12.1 8.5
Oneata et al. [27] 39.8 36.2 28.8 21.8 14.3
Heilbron et al. [5] 36.1 32.9 25.7 18.2 13.5
Deep Neural Networks
Sun et al. [34] 12.4 11.0 8.5 5.2 4.4
Shou et al. [32] 47.7 43.5 36.3 28.7 19.0
Yeung et al. [45] 48.9 44.0 36.0 26.4 17.1
Zhu et al. [55] 47.7 43.6 36.2 28.9 19.0
Buch et al. [4] - - - - 23
Lin et al. [22] 50.1 47.8 43.0 35.0 24.6
Shou et al. [31] - - 40.1 29.4 23.3
Zhao et al. [52] 66.0 59.4 51.9 41.0 29.8
Gao et al. [12] 60.1 56.7 50.1 41.3 31.0
Xu et al. [43] 54.5 51.5 44.8 35.6 28.9
Yuan et al. [50] 51.0 45.2 36.5 27.8 17.8
Ours 48.5 44.1 38.2 29.8 20.1

Table II, our method outperforms other methods at most values
of the overlap threshold α, which indicates the effectiveness of
our localization framework. Compared with the methods [20],
[40], [27], [5] based on the handcrafted features, our method
achieves better result which evaluates the effectiveness of
utilizing both spatio-temporal and high-level semantic feature
to represent segments with deep neural networks. In contrast
to some deep network methods [34], [32], [45], [55], we
introduce the AP-Trees to model the temporal relationship
between segments and refine the temporal boundaries of the
action instances, which can further improve the performance
of action localization.

In Table II, our method achieves better results than the
four methods at the top which used improved dense trajectory
features with fisher vector (FV) encoding methods and post-
processing to produce temporal boundaries of action instances.
[27] is the winner of the THUMOS2014 challenge, which
accomplishes localization using FV encoding of improved
Dense Trajectory(IDT) feature on temporal sliding windows.
In [27], the video-level classification scores greatly improves
the results of localization. Our network could produce more
accurate labels of segments in videos than the handcrafted
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Fig. 7. Average precision (%) of temporal action localization between different methods on the THUMOS 2014 dataset when the overlap threshold is set to
0.5.

features. The approaches in the bottom are the state-of-the-
art methods using deep neural networks. Yeung et al. [45]
achieves better accuracy than our method in α = 0.1, because
the learned RNN network treats frames as the input. With
reinforcement learning method, it tends to produce more
temporal boundaries with small ranges. It under-performs our
method when the test action instances are long. Compared
with the methods [32] and [55], despite that we all utilize 3D
ConvNets as the basic architecture, the results show that our
method can achieve more accurate temporal boundaries due
to the fact that we explore more temporal information of long
videos through the AP-Trees.

As shown in Table II, our method performs a little worse
than the methods [4], [22], [31], [52], [12], [43], [50]. Different
from these methods, we just utilize a network to recognize
the segments in videos and propose the AP-Trees algorithm
to model the temporal relationship between these segments
for temporal action localization. Buch et al. [4] proposed to
use the C3D network and the recurrent GRU-based sequence
encoder model for generation of action proposals, which can
generate more accurate action proposals for temporal action
localization. We just use simple sliding windows to produce
action proposals. In the network [22], three anchor layers and
convolutional layers are used to predict classification score
and location offset of each video which is represented by
snippet-level action score. Compared with [22], our method is
relatively simple and just use networks in infer action labels
of video segments. Shou et al. [31] designed convolutional-
de-convolutional (CDC) filters on the top of 3D ConvNets to
directly generate the action score of each frame, which can
generate more precise temporal boundaries than our segment-
based method. Different from the complicated network based
methods [12], [43], [50], we just utilize networks to recognize
the segments in videos and utilize the AP-Trees algorithm to
model the temporal information between these segments for
temporal action localization.

Compared with the complicated networks in [4], [22],

[31], [12], [43], [50], our AP-Tree method has following
advantages: (1) The AP-Tree is a simple data structure which
records the occurrence frequency and temporal relationships
of segments in videos, without a large number of parameters
which are required in networks. (2) Training an AP-Tree
requires a relatively small amount of data compared with the
large number of data for training networks.

2) mAP of 20 Classes on the THUMOS 2014 dataset:
We compare our method with the state-of-the-art methods on
the per-class AP on the THUMOS 2014 dataset in Figure 7.
The overlap threshold α is set to 0.5, and we follow the
same experimental setting of α as that in [32], [55]. As
shown in Figure 7, our method obtains improvements on the
challenging classes such as “CliffDiving”, “FrisbeeCatch”, and
“SoccerPenalty”. Our network can learn more discriminative
features to label segments of videos in these action categories.
The AP-Trees can learn the occurrence frequency and the order
of the segments, thereby producing more accurate temporal
boundaries of action instances.

3) Results of Temporal Localization on the THUMOS 2014
Dataset: In Figure 8, we list the prediction results of five
action instances on the THUMOS2014 test dataset. The action
categories are “JavelinThrow”, “CliffDiving”, “LongJump”,
“PoleVault”, “ThrowDiscus”, “Billiards” and “Shotput”. The
figure shows the temporal boundaries of each action instance,
and several frames are sampled from segments in the video to
represent the entire action instance. For the “JavelinThrow”,
the consecutive frames are similar, and the predicted temporal
boundary is slightly larger than the ground truth. Due to the
fact that the person appears later in the sequence, several
initial frames of the ground truth in “CliffDiving” are labeled
as background by our networks, and the temporal boundaries
produced by our method are smaller. The temporal boundaries
of the action “LongJump” are accurately predicted, which
demonstrates the effectiveness of our localization framework.

Also, there are several negative detections, as shown in Fig-
ure 9. For the action “Billiards”, despite the detection results
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… … 

Ground Truth: 275.6s 278.8s 

Background JavelinThrow Background 

Prediction: 275.4s 278.9s 

Ground Truth: 19.3s 23.0s 

Prediction: 19.6s 22.6s 

… … 
Background CliffDiving Background 

… 
Background LongJump Background 

… 

Ground Truth: 36.2s 40.2s 

Prediction: 35.9s 40.2s 

… … 

Ground Truth: 29.4s 35.9s 

Background PoleVault Background 

Prediction: 31.7s 35.1s 

… … 

Ground Truth: 45.1s 49.4s 

Background ThrowDiscus Background 

Prediction: 44.6s 49.9s 

Fig. 8. The prediction results of five action instances (“JavelinThrow”, “CliffDiving”, “LongJump”, “PoleVault” and “ThrowDiscus”) on the THUMOS2014
dataset. We display the ground truth and the prediction results in the gray section.

of temporal boundaries are correct, the action “Billiards” is
wrongly classified into “CricketBowling”. The reason may be
that the spatio-temporal information of these two categories
(i.e., “Billiards” and “CricketBowling”) are so similar that our
network can not distinguish them when calssifying the video
segments. For the action “Shotput”, our method yields the
wrong temporal boundary of the action instance. The reason
may be that the frames around the ground truth are similar
although they belong to different categories (i.e., background
and action). The segments consisting of these similar frames
are easily recognized as the same action category. For the
action “LongJump”, we predict the video as background due
to the complex scenes.

E. Results on the MSR ActionII Dataset

Table III shows that our localization framework performs
at least 2% better than the best of the state-of-the-art meth-
ods. Different from [5], our network can learn discriminative
features which retain spatio-temporal information and high-
level semantic information than the improved dense trajectory
feature. Compared with [55], the proposed AP-Trees can
utilize all frames of videos and explore sufficient temporal
information between consecutive segments for predicting more

TABLE III
TEMPORAL ACTION LOCALIZATION RESULTS ON THE MSR ACTION

DATASET II.

Model α = 0.5
Yu et al. [48] 28.2
Gemert et al. [13] 54.5
Heilbron et al. [5] 60.3
Zhu et al. [55] 61.1
Ours 63.1

accurate temporal boundaries in long temporal range videos.
An example of temporal action localization of the MSR II
dataset is shown on the top three rows in Figure 10.

F. Results on the MPII Cooking dataset

On the MPII Cooking dataset, the sliding window method
is treated as the baseline method the same as in [55]. The
temporal action localization results are listed in Table IV. Our
method improves the baseline by 7.8%. Different from the
method [28], our method works on the videos with varied
temporal length rather than limiting the length of videos to
a constant. Especially, for long temporal length videos, our
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… …
Ground Truth: 169.5s 173.0s

Background Billiards Background

Prediction: 165.3s 170.1s

… …
Ground Truth: 81.2s 87.3s

Background Shotput Background

Prediction: 79.3s 80.1s

CricketBowling

… …
Ground Truth: 1.4s 5.1s

Background LongJump Background

Prediction: Missed

Fig. 9. The bad prediction results of three action instances (“Billiards”, “Shotput” and “LongJump”) on the THUMOS2014 dataset. We display the ground
truth and the prediction results in the gray section.

TABLE IV
TEMPORAL ACTION LOCALIZATION RESULTS ON THE MPII COOKING

DATASET.

Model α = 0.5
Sliding Window 7.9
Gemert et al. [13] 13.1
Richard et al. [28] 14.0
Zhu et al. [55] 14.9
Ours 15.7

method can produce more precise temporal boundaries of
action instances. Two examples of the action instances (“Take
out from cupboard” and “Cut Slices”) are displayed on the
bottom of Figure 10. As shown in Figure 8 and 10, our method
can perform well on the complex (THUMOS 2014), simple
(MSR ActionII), fine-grained (MSRII Cooking) for temporal
action localization datasets.

G. Impact of Different Components

The effects of different components on the localization
results are shown in Table V, Table VI and Table VII. In
Table V, “w/o AP-Trees” stands for the method without AP-
Trees. In “w/o AP-Trees”, the AP-Trees are replaced with a
simple combination of segments, which means the localization
results are produced by combining the segments which have
the same action label and post-processing with non-maximum
suppression. The results using the AP-Trees improve about
2.3%, 3.7%, and 1.4% than without the AP-Trees on the
THUMOS2014, MSR ActionII and MPII Cooking datasets,
respectively. We also compare our method with TAG [52],
and the result also validates the effectiveness of the proposed
AP-Trees on predicting more precise temporal boundaries than
simple combination of the labeled candidate segments.

In Table VI, the results of different structures of deep neural
networks are reported. The networks with different structures

are used to generate label vectors of videos and the AP-
Trees are utilized to produce the temporal boundaries of action
instances with the label vectors. “C3D” stands for using the
C3D network to classify video segments. “IAM” and “Sem”
represent using only the spatio-temporal information and using
only the high-level semantic features of the segments for
classification, respectively. “GMP” is the method where the
average pooling layer is replaced with a max pooling layer in
creating informative action maps. It is evident that: (1) The
spatio-temporal information and the high-level features are
complementary. Both the spatio-temporal information and the
high-level semantic features can contribute to the labeling of
segments in videos; (2) The average pooling performs better
than the max pooling in 3D ConvNets for generating infor-
mative action maps. In Table VII, “w/o Proposal” and “w/o
Loc” stand for the proposed network without the “Proposal”
and “Localization” network, respectively. The results show that
either “Proposal” or “Localization” network can also improve
the precision of action temporal localization.

VI. CONCLUSION

In this paper, we present a novel framework for temporal
action localization in long untrimmed videos based on action
pattern trees and deep neural networks. To the best of our
knowledge, this is the first work to employ action pattern
trees to learn the occurrence frequency and the order of
segments in videos and produce the temporal boundaries of
action instances. Deep neural networks are trained to capture
spatio-temporal information and high-level semantic features
to improve the accuracy of labeling segments in videos. The
networks are employed to determine whether the segments in a
video belong to the action categories or to the background, and
to generate the predicted action labels. Experimental results
on three benchmarks demonstrate the effectiveness of our
method compared to the state-of-the-art, and the influence of
the different components of the framework on the localization
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TABLE V
RESULTS ON DIFFERENT TEMPORAL STRUCTURE MODELING

METHODS.

w/o AP-Trees TAG [52] Ours
THUMOS 2014 17.8 18.9 20.1
MSR ActionII 59.4 61.6 63.1
MPII Cooking 14.3 14.8 15.7

TABLE VI
RESULTS ON DIFFERENT STRUCTURES OF DEEP NEURAL NETWORKS.

C3D IAM Sem GMP Ours
THUMOS 2014 19.4 19.2 19.3 19.5 20.1
MSR ActionII 61.7 61.1 61.3 62.3 63.1
MPII Cooking 14.8 14.7 14.7 14.7 15.7

… … 
Background Clapping Background 

Ground Truth: frame: 349 frame: 411 

Prediction: frame: 341 frame: 409 

… … 
Background Handwaving Background 

Ground Truth: frame: 98 frame: 180 

Prediction: frame: 73 frame: 177 

Boxing Background Background 

Ground Truth: frame: 300 frame: 374 

Prediction: frame: 297 frame: 365 

… … 

Take out from cupboard Background Background 

Ground Truth: frame: 757 frame: 1097 

Prediction: frame: 805 frame: 1005 

… … 

Cut Slices Background Background 

Ground Truth: frame: 1608 frame: 1909 

Prediction: frame: 1677 frame: 1857 

… … 

Fig. 10. The prediction results of temporal action localization on the MSR ActionII dataset (top three) and MPII Cooking dataset (bottom two).

TABLE VII
RESULTS ON DIFFERENT COMPONENTS OF DEEP NEURAL NETWORKS.

w/o Pro w/o Loc Ours
THUMOS 2014 19.2 19.5 20.1
MSR ActionII 62.1 62.3 63.1
MPII Cooking 14.7 14.7 15.7

performance. In future, we plan to apply the AP-Tree model
to the spatio-temporal action localization.
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